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Abstract

A high-qualily set of historical daily temperature data has been developed for Australia.
This data set includes 103 stations, most of which have data from the period between
1957 and 1996, and some (or longer periods. A new technigue, involving the matching of
frequency distributions, is presented for the udjustment of temperature records for
inhomogenerues at the daily timescale, and this technique is used in the development off
the data set. A number of additional findings are presented on the impuct ol changing
times of observation and accumulation of observations over periods longer than one day

on the Australian temperature record.

This data sct was used Tor an extensive study ol extreme lemperature events in Australia/
Widespread changes in the frequency of extreme temperature events in Australia were
found over the 1957-1996 period. These changes were (ound both by an analysis of
trends at individual stations and by analysis of spatial averages of indices of extreme
temperature. In general, increases were found in the frequency of high maximum and
high minimum temperatures, and decreases in the frequency ol low maximum and low
minimum temperatures, The changes were grealest for low minimum temperiatures and
least for high maximum temperatures, and were gencrally greatest in winter. The greatest
decreases in the frequency ol extreme low mintma were {ound in Queensland. The trends
were nol universal, with trends opposite to those for Austrafia as a whole being found in

SOMC Fegions N SO SCasons,

[t was found, alter examimation ol several possible models, that the frequeney distribution
of Australian daily maximum and minimum temperatures was best represented by a
composite of two or three Guussian distributions with different paramelers. Using this
model, it was found that the observed changes in temperature primarify resulted from
changes in the means of the component distribulions, indicating that the changes resulied
principally from overall warming of the atmosphere rather than changes in circulation or

air-mass incidence.
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The relationship between the frequency of extreme temperatures and the Southemn
Oscillation Index (SOI) was examined, with strong relationships being found in some
seasons in many parts of Australia for most extreme variables, particularly high
maximum temperatures. The weakest relationships were found for low minimum
temperatures. Many of these relationships, cxcept in winter, were as strong (or stronger)
with the value of the SOI one season previously as they were with the SOI of the current
season, indicating potential useful skill in the forecasting of seasonal frequencics of

extreme femperatures in many cases.
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Chapter 1

Introduction and literature review

1.1, Introduetion

Climate and weather have always been a critical inlluence upon life on Earth. At the
most basic level, 1t is climate that is, often, the most important influence delermining
which species can exist in a given location. It is no less vital in the context of the
history of human civilisalion. Societics have flourished in places where the climalte
was favourable to them, and socictics have been wiped oul (as was the Viking
setllement in Greenland (Lamb, 1977)) when the climate shifted aguinst them.
Climate is still, despite all the advances in technology and knowledge that have
occurred over the last 10,000 years, the most vital influence on agriculture, withoul
which human civilisation cannot exist. As the range of human activitics has
broadened, so has the number of diflerent ways in which climate alfects us, from a
heatwave causing the spot price ol electricity to skyrocket to a drought leading Lo &

famine in Alrica.

Through much of the period in which the climate has been studied scientifically, the
dominant paradigm has been that of an essentially static climate, with any fluctuations
being, in essence, perturbations from the long-term ‘normal’ chimate, [t is only in
relatively recent times that the idea of a change in the underlying chimale on the
decadal-to-centennial limescale (as opposed to changes on geological timescales),
and, in particular, that the 1dea of a possible human influence on global climate, has
entered the scientific consciousness. The possibility of global warming as a result of
increasing concentrations of carbon dioxide in the atmosphere made increasingly
frequent appearances in the scientific hterature in the late 1970s, but 1t was not until
1985, when the WMQ’s Villach Conference discussed the matter, that 1t became a
central 1ssue of scientilic debate and, soon afterwards, public policy. Since then
climate change has become one of the world’s leading environmental issues, and,
accordingly, a scientific and political apparatus has been established, under the

auspices of the United Nations, in an attempt to cover the field; the Intergovernmental




Panel on Climate Change (IPCC) on the scientific side, and the Framework

Convention on Climate Change on the political side.

One of the major goals of the scientific process, as represented by the IPCC reports,
has been to obtain an accurate picture of how climate has varied over history, and, in
particular, since the establishment of instrumental records. Originally, much of the
effort was directed at changes in the mean values of climate elements — in part
because those are the data which are most readily available, on both a global and local

scale,

The mean, however, in itself is an abstract concept. Many of the limits to human
activity are set by the occurrence of rare events, from the crop whose poleward limit
is set by the boundary of where frosts occur to the land that is left undeveloped
because it is flooded every few years, Consequently, increasing attention is being
given to the consideration of trends in the occurrence of extreme events. This 1s
reflected by the IPCC reports, which act as an indicator of the fields in which
scientific activity is occurting. The 1990 report devoted only one paragraph to
extreme temperature events (and then only on the seasonal timescale); the 1995 report

devoted half a page; the 2001 report two pages, with seventeen papers cited,

This thesis concentrates on one type of extreme chimatic event, namely extreme
temperatures. This has been a relatively ncglected field until very recently,
particularly in Australia, where the emphasis on the study of climate has always been
on rainfall. Given Australia’s history this is understandable. Throughout much of the
period of European scttlement, drought, or its tcmporary absence, has been a defining
theme in the history of the interaction of Australians with the land, and it is certainly
true that rainfall is the most important climatic influence on agricultural production in
Australia, Temperature is also an important climatic influence, in the Australian
context as well as elsewhere. Frost, particulatly in southern Australia, is a significant
potential risk (o crops, as was illustrated by the estimated loss of several hundred
million dollars in Western Australia, western Victoria and southern New South Wales
in the spring of 1998 (Bureau of Meteorology, 1998a). The demand on public utilities
— electricity, gas and, to a lesser extent, water - is very temperature-sensitive; the

estimation of the likely peak demand is critical in planning required production



capacity. With the lead times required to build such capacity, climate change must be
considered in any rational planning process. (With the spot price of electricity in
South  Australia increasing 25-fold during a February 2000 heatwave
(http://www.nemmco.com.au), and the increasing use of weather derivatives — of
which 98% are temperature-related (Stern, 2001) there is money to be made as well —

something which 1s always a powerful impetus for interest in a topic).

Before proceeding further, it is useful to delinc what an extreme temperature is for the
purposes of this study. In a statistical sense, the theory of extreme values is most often
used to refer to the highest or lowest value that a variable is expected to reach in 4
given period of time. This is certainly a valid type of ¢xtreme to be investigating in a
climatic context. A seccond type of e¢xtreme event is the breaching of a particular
threshold — say, the occurrence of a temperature above 35°C or below 0°C. The likely
or observed frequency of such an event does not form part of the statistical theory of
extreme events. However, in climate this is arguably the more important type of
event, especially in agriculture, where the breaching of a critical threshold can be
more important than the vltimate value reached. If a plant is going to be Killed by a
temperature of -1°C, then it is no more dead at -10°C, and heuce the probability of

reaching -1°C is more important than the ultimate lowest temperature.

Primary consideration in this thesis will be given to events which involve the crossing
of a threshold. It is only in the last few ycars that changes in the frequency of these
events have been considered in any depth, either in Australia or clsewhere, as
evidenced by the contrast between the 1990 IPCC report (where no such study was
cited) and the 2001 report (where 17 separate studies were cited). The original goal
was to trace and analyse the frequency of these events throughout the period of the
Australian instrumental climatic record. As will be expluned later, the availability {or
lack thereof) of data in a usable form has placed constraints on the ability to cover this
full time period as closely as would have been desirable; once the older data becomes

more accessible there is ample scope for this study to be extended.

Two additional types of extreme events which are not considered in this study were
the occurrence of extreme mean seasonal temperatures and heat and cold waves

(usually defined as a number of consecutive days with temperatures above or below a



certain threshold). Both types of events can have substantial consequences in fields
such as agriculture (Mearns et al., 1984; Parry and Carter, 1985) and human health
and mortality (Andrews, 1994; Changnon et al., 1996) and are of considerable

potential interest,

1.2. The structure of this thesis

In order to determine what changes the climate has undergone over the period of
instrumental record, it is necessary to be able to obtain records which can be viewed
with confidence. This is not a trivial matter, and the development of a high-quality

data set for use in the analysis in this thesis forms a major part of it.

Chapters 2, 3 and 4 are devoted to the development of a data set for use in the study.
Chapter 2 deals with the availability of data, and the selection of a station network
which adequately reflects the full range of Australian climate without unduly
sacrificing the quality of the data used. The compilation of a high-quality daily data
set of this type, adjusted for inhomogenities, is a task that has not, to the author’s
knowledge, been undertaken anywhere else in the world for any region. A number of

new techniques used in the development of such a set are presented in Chapters 3 and
4.

In Chapter 5, a case study 15 presented to illustrate the impact that a failure to maintain
standard observation conditions can have on a specific observation, namely the

highest recorded Australian temperature at Cloncurry,

Chapter 6 describes a model for the frequency distribution of maximum and minimum
temperature in Australia. As will be discussed later in this chapter, much of the
literature on extreme temperature events is based on the assumption, implicit or
explicit, that these variables follow the Gaussian {normal) distribution. It is shown
that this assumption is not valid in many Australian climates, and an alternative model
is proposed. The concept of linking this alternative frequency distribution model to air
mass incidence is explored, but with difficulties in developing such a relationship on

an objective basis.



In Chapter 7, the trends in the frequency of extreme temperature events at specific
stations are analysed. These trends are compared with changes in the parameters of
the frequency distributions developed in Chapter 6, in order to gain a deeper
understanding of the influences on the occurrence of extreme temperatures, and how

these influences are changing in importance with changes in the climate.

Chapter & draws the results presented earlier into a coherent national picture, by
analysing spatlial averages of extreme cvent frequency over Australia and regions

within 1t and examining their trends.

Chapter 9 reports on the relationship between the frequency of extreme temperature
events and a well-known influence on Ausiralian climate on the seasonal-to-
interannual timescale: the El Nifio-Southern Oscillation phenomenon. Strong links are

found in many parts of Australia,

The thesis concludes with Chapter 10, which is « summary and conclusion.

1.3. The background to this study

1.3.1 The development of climatological data sets

1.3.1.1. Global and regional data sets

As the importance of an accurate picture of past climate has mcreased, an increasing
amount of attention has been given 1o the development of high-quality data sets ol
meun temperature on the annual or scasonal timescale. There has been considerable
activity since 1980, both in the compilation of data sets for the analysis of global or
regional climate, and in the development ol techniques for the detection of

inhomogeneities in climate records.

At the broadest scale, there have been two mujor attempts since 1980 to develop a
historical data set for the calculation of global mean temperatures. There were a
number of attempts to achieve this prior to 1980, most notably by a number of

Russian authors (whose results remained largely unknown to the western scientific



community for some time), Jones et al. (1982) review these, and then present the data
set most commonly used in analyses of global temperature today. This set has been
refined and updated through the years, with the use of more advanced methods of
interpolating data to fixed grid points, the incorporation of additional data which were
not available for use in the original set, and improved assessment of the homogeneity
of the station data used (Jones et al. 1986a, b; Jones 1988, 1994). The second major
data set has been that of Hansen and Lebedeff (1987, 1988). The major differences of
substance between the two sets arc that the Jones set includes marine data, whereas
the Hansen and Lebedeff set includes only data from land-based meteorological
stations, and that the Hansen and Lebedeff set makes use of more incomplete data
series (in order to extend the station coverage) than the Jones set does. Nevertheless, a
comparison of the two sets (Hansen and Lebedeff, 1987) reveals that they are broadly

in agreement.

A recent paper (Peterson ct al., 1998a) applies a different approach to the collation of
a global data set. They use first differences of monthly mean temperatures, rather than
the temperatures themselves, as the data set, taking, as the source data sct for Lheir
gridded analyses, the difference at each station between the mean temperature in &
given month and that in the same month of the previous year. This allows the
inclusion of a broader range ol data, using stations with relatively short records that
were not considered for inclusion in the Jones or Hunsen/Lebedefi sets. Peterson et al.
find that the trends in global mean temperature derived from these three data sets are
similar, but that they differ in charactenistics such as the interannual variability of the
data. This has implications for the statistical significance of the obscrved trends, as

well as, potentially, for the occurrence of extreme cvents.

The best-known attempt to develop a data set of temperature for a specific region has
been the United States Historical Climatology Network (USHCN) {Karl! et al., 1990).
This data set, of monthly mean temperature data for the continental United States, has
been the subject of many analyses of various types. The concept of a data set for the
analyses of historical climate has been extended globally, with the development of the
Global Historical Climatology Network (GHCN) (Vose et al.,, 1992; Peterson and
Vose, 1997), and, most recently, the GCOS Surface Network (GSN), which is an
initiative of the World Meteorological Organization. Although neither the USHCN



nor the GHCN are regional or global means per se, both are compilations of high-
quality station data which provide the foundation for the calculation of regional or

global means, and act as a valuable set of source data for other analyses.

There have been a number of other data sets compiled at the national and regional
scale. The best-known of these is the Central England Temperature series, which was
first developed by Manley (1953), and extended by Manley (1974) and Parker et al.
(1992). These papers discuss in some detail the creation of the series, which extends
back to 1659. Whilst some of the earliest years in the serics have data cstimated from
documentary evidence or data from non-British sites, there is an unbroken
instrumental record of some kind since 1723, In particular, considerable atiention 18
given to the comparability of eighteenth-century records to those measured using

present-day standards,

The USHCN and GHCN have concentrated on the use of historical data, This has
meant that these networks, especially the global one, have focussed on monthly mean
temperature data, as that is the form of temperaturc data most readily available {or the
grealest number of stations for the longest period of time. Whilst many stations have
records of mean monthly temperature going back into the ninetecnth century — and 1t
is an element whose value has been exchanged on a rouline basis by WMO member
countries — compiling data sets of mean monthly maximum and minimum temperature

has been difficult, for three principal reasons:

¢ in many countries, mean daily (and hence monthly) temperature is calculated by
mcans of an algorithm using the emperature at fixed hours {rather than the mean
of the maximum and minimum as is the case in Australia, the United Kingdom
and the United States), and daily maximum and mmimum temperalure were not
measured (or measured, but not archived), until some time during this century
(Nordli, pers.comm.). Where the mean was calculated using temperatures at f{ixed
hours, the algorithm for doing so has changed in many countries through the

course of their observational history (Heino, 1994).



» mean monthly maximum and minimum temperatures at stations were not
routinely exchanged by WMO members until the early 1990°s {Peterson and
Vose, 1997).

e as a result of the data not being regularly exchanged, access to historical
maximum and minimum temperature data is dependent on the national
meteorological service concerned — many of which levy charges beyond the reach

of scientific rescarchers (Hulme, 1994; Karl and Easterling, 1999)

The position is even worse for records of daily maximum and mimmum temperature.
Attempts are being made at WMO level to make such data availabte for GSN stations
to the scientific community, but it is likely that this will take some time to rcach
fruition, with only a limited number of countries having contributed data at the time of

writing (Diamond, 2001).

A long-term series of regional daily mean temperature data was compiled by Parker et
al. (1992), who built on the previously-mentioned monthly series of Manley (1953,
1974) by creating a set of daily Central England temperatures from 1778 to 1991,
adjusted (by a flat amount in each month) such that the monthly means of the daily

values would match the monthly series.

The principal Australian set of high-quality national temperature data is described in
Torok and Nicholls (1996) and (in more detail) in Torok (1996). This sct is of mean
annual maximum and minimum temperature data, and covers most of Australia [or the
period since 1910. Whilst the annual timescale makes this set, per se, of limited use
for this study, many of the same principles have been used in the selection of stations,
as described more fully in Chapter 2. Torok and Nicholls also describe the trends of

mean temperature that were found using this data set.

A number of studies also concentrate on specific stations with very long records.
Examples of these are the long records at Toronto, Canada (Crowe, 1990), Sitka,
Alaska (Parker, 1981) and Uppsala, Sweden (Bergstrdm, 1990). As with studies
undertaken with the Central England Temperature series, these papers concentrate on

the inclusion of the maximum possible amount of data (extending backwards in time),



and the techniques required to make those early observations comparable with the
data recorded at the present-day stalions in (hose {ocations, Limited attention has been
given to the homogeneity of the series since the stations shifted to being something

akin to current standards.

As all of these data sets, except for the daily Central England Temperature serics, arc
at the monthly, seasonal or annual timescale, none of them are of much use in an
examination of extreme events of the type examined in this thesis, which are on the
daily umescale. As described in section 1.3.2., such work as has been carried out on

extreme events has been carried out using a variety of national data sets.

1.3.1.2. Data quality and homogeneity

The quality and homogeneity of climatic data sets has been recognised as being ol
importance for many years. Brooks (1948) was one early author to recognisc this, and
Manley (1953), as noted carlier, considered the question in the context of the
incorporation of pre-19th cenwry data inte a long-term climatic scrics. Whilst this
importance has been noted from time to time, it is only in comparatively recent times
that the homogeneity of data has been systematically incorporated in studics of
climalic trends. It is an ongoing issuc: as Karl et al. {1995b) state, "virtually every
[climate] monitoring system and data set requires better data quuality, continuity and
homogencity if we expecl to conclusively answer questions of interest (o both

scicntists and policy-makers",

This was cspecially true within Australia, where the first studics of temperature over
large areas which incerporated adjustments of data scts [or inhomogeneitics did not
appear until the early 1990s (Torok, 1996), although there had been carlier studies at
individual stations (e.g. Shepherd, 1991). Some papers acknowledged the problem of
data reliability (e.g. Coughlan, 1979), but did not atlempt to correct for it. A
consequence of this i1s that a number of studies (e.g. Deacon, 1953; Balling et al.,
1992), using unadjusted data, reached conclusions about Australian temperature
trends which were heavily influenced by non-climatic influences (which will be

discussed in more detail in Chapters 3 and 4), such as changes in instrument shelters



during the early twentieth century and the widespread movement of stations from

town centres to airports.

Non-Australian data sets have included adjustments for inhomogeneties, but have
done so inconsistently. In some data sets (e.g. Hansen and Lebedeff, 1987) the process
merely involves the removal of gross errors and stations with clearly identifiable
inhomogeneities, such as stations in cities influenced by intensification of urban heat
islands. On the other hand, the various Jones et al. data sets have included adjustment
of station data for inhomogeneities, using a subjective assessment of temperature
differences between station pairs. The USHCN and GHCN have also incorporated
considerable adjustment for inhomogeneities, using techniques outlined in Karl et al.
(1986, 1988) and Karl and Williams (1987}, In the case of the USHCN, the stations
incorporated have all been given an objective rating, based on factors such as ihe
length of record, the proportion of missing data, the number of adjustments required
to the data, the confidence level attached to these adjustments, and the consistency of

the station’s data with its neighbours.

There has been considerable further work in the last decade; an extensive review has

been carried out by Peterson et al. (1998b).

The production of a homogeneous data set involves (hree major steps: the
identification of potential inhomogeneitics, the determination of their statistical
significance, and the adjustment of data to eliminate the inbomogencitics. Methods of
compilation of adjusted data have concentrated on the identification of
inhomogeneities and the determination of their statistical significance, mcluding
statistical techmques for the detection of discontinuities in time series, experimental
comparisons of data taken under differing conditions, and the examination of
documentary evidence (metadata) pertaining to the station(s) concerned. Somewhat
less attention has becn given to methods of adjusting data once inhomogeneities are
identified, although Karl and Williams (1987) consider the question extensively. In
the context of this study, this is a substantial issue and one which is discussed more
extensively in Chapter 4. Nicholls (1995) noted that it is often more difficult to

construct long-term, homogeneous data sets for climate extremes than it is for means.
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Statistical detection of discontinuities

The detection of discontinuities in time series is a subject which has recejved
extensive attention in the statistical literature. Early examinations of the problem in
the climatological context were those of Merriam (1937) and Kohler (1949). Both
used double-mass curves, and Merriam also used plots of accumulated departure of
variables {rom the climatc normal. Another lest which was regularly used was a test
for the randomness of the residuals of departures of a variable in individual years or

months from the climate normal {WMO, 1960).

Two significant advances were made by Potter (1981} and Alexundersson (19806).
Both pointed out difficultics with ‘traditional’ methods of detecting discontinuitics,
and both used the concept of a ‘relerence series’. In this technique, rather than a time
series being tested in isolation, the series which is tested s that of the difference
between that time series and an approximalely homogeneous set of aggregated data
which 1s highly correlated with the series under examination — [or example, a
weighted mean of neighbouring stations, The desirable attributes of a ‘reference
series’ are discussed more extensively in Chapler 4. The concept ol a reference serics

wils developed further by Peterson and Easterling {1994).

Potter, in an example using precipitation data from a set of 19 stations, used the
arithmetic mean of the data [rom the 18 stations not being lested as a relerence scries.
He also minimised the impact of potential inhomogeneitics on the reference serics by
carrying out @ number of ilerations, series found to contain inhomogeneities werc
removed {rom the reference series, and the test carried out again, He then used the test
of Maronna and Yohai (1978) to detect inhomogencitics in the difference serics,
although he notes that this test assumes that the time series is not autocorrelated and is
normally distributed. (As discussed in Chapter 6, this assumption is doubtful in the
case of temperature data, but is less problematic for a difference series). He noted that
the double-mass test carried no indicator of the statistical significance of an
inhomogeneity, while a test on the randomness of residuals can indicate that a
statistically significant inhomogeneity has occurred in a time series, but gives no

indication of the timing or magnitude of the inhomogeneity.
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Alexandersson, who was dealing with precipitation, created a reference series as a
weighted mean of neighbouring station data, with the weighting function being a
distance-based exponential formula developed such that it would normally
approximate the squared correlation of the data at the neighbouring station with that at
the test station (r%). He then generates the comparison series for testing by taking the
ratios, rather than the differences, of the test series to the reference series (4 practice
specific to precipitation). Discontinuities in the comparison series are then located
using likelihood ratios. Like the Potter test, this assumes that the comparison scrics is
normally distributed, and it also assumes that the variance of the comparison series
remaing constant on either side of a discontinuity. Alexandersson and Moberg (1997)
and Moberg and Alexandersson (1997) later adapted this technique to annual mecan
temperatures in the course of preparing a homogenised gridded air temperature data

set for Sweden,

Crummay (1986) produced a reference series, in his study of the homogencity of
United Kingdom temperature and sunshine data, by using principal component
analysis to estimate the mean annual value at the station of interest. He then used a
student’s t test to test for statistically significant changes betwecn 5-year periods in
the difference between the station’s mean temperaturc or sunshine and the estimated

value.

Basterling and Peterson (1992,1995) used a two-phase regression model to locute
inhomogeneities in a comparison series, by dividing the series into two pits and
fiting regression lines to cach part; the point of division with the smallest combined
sum of residuals from the two parts was then flagged as the site of a polential
inhomaogeneity, and its significance tested. This was the method used in this study,
and details of its application, including the compilation of a reference series for
comparison, are given in Chapter 4. A similar technique was used by Taubenheim

(1989), whilst a muoltiple linear regression technique was used by Vincent (1998).

Inhomogeneities become much more difficult to detect by statistical methods if they
occur at a similar time across a network, as spatial intercomparison is lost as a
potential method of detection. Examples include changes in the formula used for the

calculation of daily mean temperature (as occurred in various Scandinavian countries
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(Heino, 1994)) or nationwide changes in the Lype of instrument shelter used, as
occurred with the change from wall-mounted screens to free-standing Stevenson
screens in Denmark around 1920 (Frich, 1993}, the introduction of the Stevenson
screen in Australia (Torok and Nicholls, 1996}, or the change to an electronic
lempcrature measurement system at co-operative stations in the United States in the
1980 and 1990 {Quayle et al., 1991). Frich suggests that a possible technique for
detecting inhomogeneitics of this type is to compare variables with another variable
that may not be affccted by the change involved (for example, comparing cloudiness
with diurnal temperature range, or mean maximum and minimum temperatures with
the mean temperature at a fixed hour). In some cases, especially in remaole areas or on
isolated 1slands, there will be no comparison data to allow the compilation of a
reference scrics. Rhoades and Salinger (1993) described a technique for detecting

inhomogeneities in a single-station time serics.

Instrument and site comparison

Where it 1s known that a change has taken place at 4 sitc — or across a network — a
method for asscssing whether a significant discontinuity has occurred, and if so, ils
magnitude, 18 (o carry out a comparison of measurements under the old and new
conditions, either in site or al o dedicated experimental site. There are numerous
cxamples of this in the literature, for example, for wind (Logue, 1986}, humidily
(Skaarct al., 1989) and precipitation (Scvruk and Hamon, 1984). It 13 now Australian
Burcau ol Meteorology policy (Evans, pers. comm.) 1o carry oul comparison
measurcments (or at least (wo years, il at all possible, in the event of any signilicant
change at any Reference Climate Station. Similar policies arc also in place in many

other countries (Peterson et al., 1998b).

Side-by-side comparisons of instruments or instrument exposure have been conducted
for many years. Two examples of comparisons of various types of instrument shellers
were carried out in Britain between 1868 and 1870 (Laing, 1977) — an experiment
which led to the Meteorological Office and the Royal Metcorological Socicty
recommending the Stevenson screen as a standard - and at Adelaide, where o Glaisher
stand and Stevenson screen were operated in parallel between 1887 and 1947

(Richards et al., 1992; Nicholls et al., 1996b). Many such experiments have been
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carried out internally within national meteorological services, without the results
being documented in the external scientific literature. Nordli et al. (1997} present a
review of instrument comparison experiments carried out in Scandinavia, after
describing the evolution of screen types in the countries concerned, whilst Parker

(1994) presents a more global review.

Metadata

A more recent development in the detection of discontinuities in climate records is the
use of metadata. Whilst information about the siting of, and instruments af,
meteorological stations has been collected for as long as the data itsell (for example,
handwritten ‘instrument journals’ from the late 19" and early 20" century, containing
details of the instruments installed at meteorological stations, exist for several
Australian states and are held in the National Meteorological Library), 1t is only 1n
relatively recent years that a concerted effort has been undertaken n various countries
to compile metadata systematically for a climate network and apply this knowledge to
an assessment of the homogeneity of the records within that network. Torok (1996)
relied extensively upon metadats in order to compile his high-quality set of annual
mean Australian temperatures, as did Karl et al. (1990) in the compilation of the

USHCN.

Metadata are a powerful tool for the identification of a potential discontinuity, as
documentary evidence of a station move or instrument change on a specific date is
unquestionable evidence of a polential discontinuity on that date, whereas statistical
technigques can often only identify the approximate timing of a discontinuity., The
problem then becomes onc of determining whether such a discontinuity has a
statistically significant impact on the climate record, and, if so, what adjustment is
appropriate. Easterling et al. (1996) suggest that, where metadata exist, the most
effective scheme for the production of homogeneous data sets involves the

combination of metadata and statistical schemes.

‘The principal limitations of metadata are that they are often unwieldy to work with,
and that they are not necessarily complete. Whilst some naticens have made efforts

towards making their metadata available in digital form (Frich et al., 1996; Arnfield,
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2001), much of it 1s only available in paper form, is not archived systematically orin a
single location, 1s rudimentary (Shein, 1998), or contains much irrelevant information
which makes the extraction of uscful data time-consuming (Peterson et al., 1998b).
Whilst these problems could all be overcome given sufficient effort and resources, a
more intractable problem is that metadata is not necessarily complete (and, by its
nature, it is impossible to know definitively that it 1s complete). This may be because
ol the loss of documents — for example, much information pertaining to stations in the
Northern Territory was destroyed as a result of Cyclone Tracy (Bureau of
Metcorology, 1992) — but is more commonly because the information was never
collected in the first place. This applies more to some aspects than o others. As an
cxample, (n Australia, historically, matters involving the expenditure of public moncy
, such as the supply of instruments, tend to be better-documented on station history
files than malters that do not, such as site changes or conditions (Kariko, pers.

comm.).

1.3.2. Extreme temperature events

[xtreme events have heen considered in the meteorological and statistical literature
for much of this century, but, as noted carlicr, it is only in very recent times that
serious atlention has been given to trends in the frequency of extreme cvents, and

likely changes in their frequency associated with more general changes in the climate.

The statistical theory of extreme events, where thesc events are delined as being the
highest or fowest values in a time series, has been well-developed since Fisher and
Tippelt (1927} developed three distributions lor usc in estimating the hikely frequency
of a given extreme event, the particular one being used depending on whether the
variable 1s bounded or unbounded. This was further developed by Gumbel (1958).
The techniques developed by Fisher and Tippett, and Gumbel, have been extensively
used in meteorology. While these applications have mainly been in the ficld of
precipitation (and conseguently hydrology), there have been a large number of studies
in which Gumbel’s theory or a variation on it has been used in order to determine
expected extreme maximum and minimum temperatures for a given return period over
aregion. Dury (1972) carried out such an analysis of expected maximum temperatures

for a variety of return periods, from 1.58 to 100 years, for Australia. Other studies of
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this type have been carried out for such regions as Great Britain (Jenkinson, 1955),
the United States (Court, 1953), India (Jayanthi, 1973), Belgium (Sneyers, 1969) and
Greece (Flocas and Angouridakis, 1979). A variation on this theme has been the
assessment of the likely return period of a specific event; Policansky (1977} examined
the estimated return periods of mean temperatures recorded during the (very cold)

winter of 1976-77 in the eastern United States.

Reviews of the statistical theory of extreme values in the meteorological context were
carried out by Tiago de Oliveira (1986) and Katz and Farago (1989). Tiago dc
Oliveira concentrates upon the practical aspects of the theory and its application,
without discussing the limitations of the theory in the meteorological context. Katz
and Farago point out that most of the frequency distributions fitted to meteorological
data converge towards Hisher and Tippett’s Type I (unbounded) distribution in the
extreme-value case. They also note that, although many meteorological time series are
autocorrelated and therefore the observations are not independent {2 neccessary
condition, in thcory, for the Type [ distribution to be a valid model for extreme values
of the data), the autoregressive-moving average (ARMA) process used by some
authors (as discussed more extensively in Chapter 6) to model aulocorrelated
meteorological time series falls within the ‘domain of attraction” of the Type |
extreme value distribution, He only mentions in passing the problem of scasonalify in

the statistical theory of extreme values, as applicd to meteorological data.

Ancther type of study that has been carricd out for many years has been the
comptlation of static climatologies of the occurrence of extreme or threshold events,
An early Australian cxample was the work of Foley (1945), who compiled an
extensive climatology of the frequency of frosts, using various threshold definitions to
define severity of frost, in addition to analysing the synoptic conditions under which
frosts occurred and the impacts on specific crops. Similar analyses of frost frequency
have been carricd out in such regions as England (Lawrence, 1952), Java (Domrds,
1976), Hungary (Fekete, 1987), southern India (von Lengerke, 1978) and New
Zealand (Goulter, 1991).
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Climatologies of the frequency of very high temperatures have been less common,
but are still relatively widespread in the literature: cxamples are the works of Delis

and Shulman (1984) and Petrovic and Soltis (1985).

Tattelman and Kantor (1976a, b) produced maps, covering the full Northern and
Southern Hemisphere, of the estimated [, 5, 10, 90, 95 and 99 percentile values of
hourly temperatures over the course of the year, using a regression relationship they
derived between the frequency of such hourly temperatures and monthly mean
maximum and minimum temperatures, using data from those relatively few regions of
the world where hourly temperature data are readily available. A less obvious type of
threshold cvent, the mean annual frequency of freeze-thaw cycles, was analysed for

the United States by Hershiield (1974).

A specilic type of threshold event {(where a ‘threshold event, a term used extensively
in the remainder of this thesis, is defined as the occurrence of a temperature above or
below a speciticd threshold) that has aroused particular interest for many years is the
date of the [lirst and last days below or above a certain threshold - [or example, the
length of the season during which the temperature is above a certain critical level.
This (often described as the “growing secason’) is an important parameler m regions
where emperature renders certain types of agriculture marginal, as is the case in
many parts ol North America and northern Europe. Examples of studies ol this type
are those ol Davis (1972), who attempted to define the onset of spring by vsing an air
temperature surrogale for the occurrence of carth temperatures aboave 6.1°C (43°F), an
agriculturally important variable, and analysed the [requency distribution of thesc
dates, and that of Bootsma and Brown (1989}, who sought o develop a climatology of
spring and autumn {recze risk in Ontario, Canada by deriving a regression relationship
between the dates of last spring and first autumn frecze and a number ol other long-

term station-specific variables.

A number of studies have examined trends in parameters relating to the frequency of
extreme or threshold temperature events. The results from these are mixed, depending
on the region under review (in the case of regional studies) and the period over which
the trend was measured — a number of studjes carried out at the end of the cooling

over the northern hemisphere between 1940 and 1975 produced different results to
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those carried out for periods starting earlier and/or finishing later. This aspect was
explicitly studied by Downton and Miller (1993), who found that the cbserved trends
in winter temperatures in Florida differed substantially depending on the period under

review — and the parameter(s) considered.

Examinations of trends in the length of the growing season, defined in various ways
(usually in the form of the period for which the mean temperature is above a certain
threshold), or alternatively, the date of occurrence of the first or last frost, have been
carried out by a number of authors. Overall, the trends defined depend on the region,
the period under consideration and the definition of a growing season used —
Brinkmann (1979) found opposite trends in the length of growing seasons calculated
for the same locations using different definitions. Lamb (1977) found that the growing
season at Oxford had increased in length by 1-2 weeks between 1900 and 1940, then
had declined to near its 1900 leve] by 1975. Jones and Briffa (1995) found that,
despite an increase in mean annual temperature over the region of about 1°C over the
period, there was little evidence of any significant change 1n the length of the growing
season, or its starting or finishing dates, over the former Soviet Union over the 1881-
1989 period, due to the warming in mean temperatures being concentrated in the
winter months. Bootsma (1994) found a trend towards lengthening ol the [rost-free
and growing-season length aver the last 100 years al three stations in western Canada,

but a mixture of trends in eastern Canada.

Karl et ul. {1991) examined the highest and lowest temperatures recorded in cach
season and year (an inherently noisy indicator) at cach station within 4 network in the
United States and the former Sovict Union, They found that the difference between
high and low cxtremes decreased in most seasons over the period examined,
significantly so over the former Soviet Union at the annual timescale. Over the period
between 1936 and 1986, no trend was obscrved in the annual extreme maximum in
the former Soviet Unjon, but an upward trend of 1.6°C/100 years was observed in the
annual extreme minimum. Over the United States between 1911 and 1989, the annual
extreme maximum decreased by 0.2°C/100 years, and the annual extreme minimum
increased by 0.2°C/100 years. A similar study was carried out by Tuomenvirta et al.
(2000}, who examined trends in the value of the highest and lowest tecorded

temperature in each year at a number of Scandinavian stations. They found few
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consistent trends, noting that the series suffered from a lack of homogeneity, but in
general observed that these exiremes roughly followed the (generally increasing)

trend of seasonal mean temperatures.

Trends m the frequency of threshold events have become a point of scientific interest
much more recently - as evidenced by the fact that no study in this field was cited in
the 1990 IPCC report (although many have been in the 2001 report). There have been
numerous works on a regional scale, but the first major attempt (o obtain results over
a large part of the world came with the Workshop on Indices and Indicators for
Chmate Extremes, which took place in Asheville in June 1997 (Karl et al., §999). The
papers presented at this workshop, of which several are discussed in the iollowing
paragraphs, represcenied a collection of analyses of threshold event frequencies over a

number of reglons.

In addition, it was recommended at this workshop (Folland et al., 1999) that a number
of indices of extreme (or threshold) temperature events be developed and
unplemented on a global basis, based on data from a selection of stations in the GCOS
Surface Network (GSN) (Peterson et al., 1997). The recommendations for these
indices were of a generalised form and it was noted that further investigation was

required to determmine specific details of optimal indices.

The major published works in this field in Australia are those of Plummer (1995) and
Stone et al. {1996). Whilst Stone et al. state that their primary aim was to “develop a
system Jor seasonal {orecasting ol frost likelihood’ (their results in this respect will be
discussed more extensively in Chapter 9), they carried out a study of trends in the
{requency ol frosts, and the date of the last {rost, over the last century at nine stations
in inland Queensland and northern New South Wales, using seven thresholds in steps
ol 1°C from -3°C to 3°C. They found a downward trend, significant at the 95% level,
in the numbcr of frosts at six of the nine stations, and a significant trend towards an
carlier date of last {rost at five of those slations, the major exceptions being the
stations of Moree and Dubbo. One caveat to these results is that, although some care
was taken in the selection of stations to eliminate data of poor quality, the data were

not adjusted for potential inhomogeneities.
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Plummer (1995) used a network of 40 stations to exarmne changes in temperature
variability and the frequency of extreme events in Australia between 1961 and 1993.
His study took two separate approaches. He examined extremes of maximum and
minimum temperatures by finding the 5th, 50th {median) and 95th percentile values of
daily temperature anomalies for each individual season during the period of record.
He then examined the trends in these percentile levels over that period, combined into
time series for six regions of Australia. He found that the temperature at each
percentile level had risen in most regions and seasons, with the 5th and 50th
percentiles increasing more rapidly than the 95th percentile level, but that few of the

changes were statistically sigmficant.

He also examined changes in intraseasonal variability of temperature on a vanety of
timescales from 1 to 30 days, by calculating the differences in mean temperature
between successive periods and examining trends in those values. He argues that the
mean interdiurnal temperature differences reflect trends in high- and low-frequency
ternperature variability more accurately than do the standard deviation of daily
temperature, because the latter measure does not distinguish adequately between
variability on the low- (10-30 day) and high-frequency (1-5 day) timescales. He found
few significant trends in any of these variables over the 1961-93 period, with small
upward trends in the intraseasonal variability of daily maximum and mcan
temperatures at most timescales, and similarly small downward trends in the

intrascasonal variability of daily minimum temperatures.

These results were incorporated tn the more broad-ranging study of Kar!l et al.
(1995a), which investigated intraseasonal variability in a similar manner in Australia,
China, the United States and the former Sovict Union. In contrast with the Australian
results, all three elements (maximum, mean and minimum} showed decreasing trends
in intraseasonal variability at almost all timescales up to 10 days in the three northern
Hemisphere countries, although only in the United States were the trends generally
significant at the 99% level. However, variability at the 30-day and interannual
timescale increased in the former Sovier Union, and downward trends in the United
States were much weaker than they were at shorter timescales. Earlier studies of

changes in temperature variability, such as those of Diaz and Quayle (1980) and van
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Loon and Williams (1978), focused on changes in the interannual variability of mean

monthly or seasonal temperatures.

Whilst Plummer’s study may appear to follow very similar lines to those of this study,
specifically Chaplers 7 and 8, it is a more limited study in a number of respects. The
most significant is that he confined his network to a sct of stations that had been
cxamincd and found to be homogencous over his period of interest. Whilst this
obviated the need to adjust data for any inhomogeneities, it did mean that the station
network used was small and had uneven arcal coverage. It did not contain any stations
from the Northern Territory, northern South Australia or western Queensland (as no
stations 1n those regions met the criteria for inclusion), and only included two from
ropical Western Australia. Furlthermore, stations were combined into regional
averages as an arithmetic mean, which meant that arcas of high station density were
over-represented in the analysis (although the choice of regional boundaries took this
Into account to some extent), No additional screening of data for short-period crrors
(as discussed 1n Chapter 3) was carried out over and above that routinely undertaken
by the National Chmate Centre. The other difference of consequence between the two
studies lies in the choice of extremes to be analysed and (he way in which they arc

caleulated. This is discussed more extensively in Chapter 8,

Generalised indices of the occurrence of threshold events were considered by
RatchiTe et al. (1978), Nese (1993) and Henderson and Muller (1997). Each of these
studics catculated an index of extreme events as a number ol days or months with the
observation being more than a certain number of standard devistions from the mean.
Ratcliffe et ab. Tound no evidence of signilicant changes over the period from 1878 to
1978 in the frequency ol extremnes in the variables they studicd: monthly means of
Central England temperature, England and Wales rainiall, and surface pressure over
the Northern Hemisphere. Nese calculated the (requency of days tn cach year between
1901 and 1986 with daily mean temperatures more than 1.5 standard deviations from
the climatological mean for 39 locations in the eastern United States. His paper
focused on the nature of the fluctuations, and potential periodicity, of this time series,
and did not consider its trend, nor did he distinguish between high and low extremes,
An inspection of his data suggests a slight declining trend in his extremes index

between 1901 and 1986. Henderson and Muller, in their study of the south-central
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United States, defined an extreme day as one with a maximum temperature more than
1 standard deviation above the normal, or with a minimum temperature more than 1
standard deviation below. They found that there had been an increase 1n the frequency
of cold days in this region, particularly in winter, and a weaker decrease in the

frequency of warm days, most pronounced in autumn.

Jones et al. (1999) and Horton et al. (2001) examined the frequency of values above
the 90th percentile and below the 10th percentile in the previously discussed datly
Central England mean temperature (CET) series, extending from 1772 to 1996. They
found that the frequency of days below the 10th percentile had decreased during the
20th century, especially since 1930, although Jones et al. (1999) caution that the
frequency of extremes prior to the 20th century may be exaggerated as a result of
changes in screen type. There was little change in the frequency of days above the
90th percentile. Jones et al. (1999) also presented time series of the frequency ol days

with daily CET above 20°C or below 0°C, but did not discuss trends in these.

A number of results on threshold and extreme events tor northern and central Europe
were presented by Heino et al. (1999). Amongst their key results were thal the
frequency of minima below 0°C showed a negative trend between 193] and 1995 at
six of scven stations studied, with trends significant al the 95% level observed al two
Swiss and two Czech stations. The three Finnish stations in the study showed non-
significant trends (two negative, one positive). It was noted that the frequency of
temperatures below a lixed threshold has different meanings at different stations; in
warmer regions it reflected changes in winter temperatures, wheredas in northern
Finland (where virtually all days in winter, even in the mildest years, have minima
below 0°C), 1t was more representative of cvents in autumn and spring. They also
found that at Davos, Switzerland, there was a marked shift in the cntire frequency
distribution of minimum temperature towards higher values in the warmest six-year
period, as opposed to the coldest. This has been accompanied by a change from an

approximately symmetric frequency distribution to one which is negatively skewed.

DeGaetano et al. (1994) and Cooter and LeDuc (1995) both consider trends in the
frequency of threshold events in the northeastern United States. DeGaetano et al.

found mixed results for most thresholds over the 1950-1992 period, except for the
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frequency of minimum temperatures above 65°F (18.3°C) and 70°F (21.1°C), which
exhibited a statisticatly significant increase over the period, especially in the southern
part of the region (at the northern stations such cvents are rare in any case, possibly
cxplaining the lack of a significant trend). Cooter and LeDuc found a statistically
significant trend towards an carlier date of the last spring temperature below 0°C in

most of the region.

Zhai et al. (1999) examined the frequency of various threshold events, and the trends
ol the highest and lowest air temperatures occurring in cach season, in China over the
1951-1990 peried. They found that the lowest air temperature in cach scason showed
an increaging trend over the period, with the largest increase (2.5°C over the 40-year
period} in winter and the smallest m summer. For the highest air temperature in cach
scason, no slatistically significant trends were found, although slight decreases
(peaking at 0.6°C/40 years tn summer) were found in summer and auturnn, They also
lound a statistically signilicant decrease (level unspecified) in the frequency of
minimum temperatures below -20°C in northern China, and a shight decreasing trend
in the frequency of maximum temperatures above 35°C over Ching as a whole,

although an increase was observed in southern China.

An examination of the freyuency of extremes al the monthly timescale was carricd out
by Horton ¢t al. (2001) This uscd monthly temperature anomaly data [or the [961-90
{standard normal) period interpolaled onto & 5 x 5 degree grid to develop liclds of the
cxpected 2, 5, 10, 26, ..., 90, 95 and Y8 percentile anomalies globally. As 30 data
points (one for cach year} arc insufficient to determine the highest and lowest
percentile values empiricatly from the data, o two-parameler gamma distribution was
fited to the observed unomalies for cach month at each grid-point. The authors, whilst
noting that no enc distribution 1s likely to be valid for all grid-points (in particular, the
gamma distribution assumes unimodality) commented that the gamma distribution
allows varying skewness. Checks of skewness and chi-square values showed that the
Gaussian and gamma distributions fitted the actual distribution similarly well for
annual data, but the gumma distribution was far superior for monthly data. A similar

analysis was presented at the 1997 Asheville workshop by Jones et al. (1999).
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Horton et al. also examined trends in the frequency of monthly temperature anomalies
above the 90th percentile (warm) or below the 10th percentile (cold). They found that
the frequency of cold anomalies decreased sharply between 1900 and 1940, and the
frequency of warm anomalies increased moderately over the same peried. Following a
period of relative stability between 1940 and 1980, both trends have resumed sharply
since 1980. A seasonal breakdown found that the frequency of cold anomalies had
decreased in all seasons, and that of warm anomaljes has increased, with the trend in
cold anomalies being stronger in all seasons. Once the overall trend in mcan
temperature was removed, the frequency of extremes at both ends of the scale over
land had decreased over the century, although they suggest that this may be a
consequence of the decreasing variance of grid-point anomalies as a result of an
increased number of stations contributing to each grid-point value after the early years

of the record.

Gruza et al. (1999) examine Russian data on both the annual and seasonal timescales.
At the annual timescale, they found an increasing trend in the proportion of Russia
reporting annual mean temperatures above the 80th and 90th percentile in any given
year over lhe period 1901-1993, and a weaker decreasing trend in the proportion
reporting  annual mean temperatures below the 20th and 10th percentile. They
aggregated these values into a Climate Anomaly Index (CAT), which was the sum of
the area with annual or scasonal meun temperatures in the highest or lowest 10
percent of observations. This index shows an increasing trend for the year as a whole,
and for the cold scason (October-Apnl), but little change for the warm season (May-

September},

At the datly timescale, they exumined trends in the frequency of maximum air
temperatures above the 95th percentile (derived from data for the 1961-1995 period)
and minimum temperatures below the Sth percentile for winter {December-February)
and summer (June-Aungust). The frequency of low minimum temperatures decreased
at most stations in both seasons, particularly in winter, whilst high maximum
temperatures increased in frequency at most stations, with particularly marked trends

in summer in western and eastern Russia.
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Manton et al. (2001) analyse data for southeast Asia and the South Pacific for the
period from 1961 to 1998, including the trends in frequencies of maximum and
minimum temperatures above the (annual) 99" percentile, and below the 1™
percentile. They found that increases in the frequency of extreme high maximum and
minimum lemperatures, and decreases in the frequency of extreme low maximum and

minimum temperatures, were found with considerable consistency across Lhat region.

[n summary, the bulk of these studies have reporied, in some form, a decrease in the
[requency of cold extremes, particularly in the cold season. Results concerning the
frequency ol warm cxtremes arc more mixed, although increases have been reported

morc widely than have decreascs.

1.3.3. The statistical nature of the frequency of extreme temperatures

Many studies of the likely impact of a change in mean temperalure on the frequency
ol cxtreme cvents have simply retained the cxisting shape of the frequency
distribution and shifted, explicitly or implicitly, all daily temperatures by the amount
ol the assumed change in the mean. This was illustrated by Pittock (1988), who stated
that ‘short-lived climatic extremes such as floods and droughts normally occur as part
ol staustical fluctuations about some average value’, thereby implying that a change
in the mean would shifl extremes in the same direction in the absence of a change in
the nature of the ‘statistical fluctuations’. In the same volume, Salinger (1988), in an
carly consideration of possible changes 1o threshold event frequency in Australasia,
used a shifting of the Irequency distribution o model the impact ol a rise in mean
temperature on the length ol the growing season and the speed ol crop maturation,
using a total-degree-days model. He found that ¢ 1°C increase in mean annual
temperature in New Zealand would advance crop maturation time by 2-4 weeks, thus
exlending the latitudinal and altitudinal Hmits for the growth of pasture and various
crops. He also Tound that the frosi-free season at various New Zcaland sites would be
lenglhencd by between 15 and 65 days for such a mean temperature increase, with the
greatest lengthening at relatively warm sites with a low annual temperature range,
such as those in the north of the North Island, and the least at interior sites in the
South Island; he suggests that the sensitivity of the length of the frost-free season is

likely to be less in a more continental climate. He does note that the actual change in
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the length of the frost-free season will depend on both the change in mean annual
minimum temperature and the change in temperature variance, but does not address
this question guantitatively. On a larger scale, Hansen et al. (1981) assumed that the
frequency of extreme temperatures could be estimated by shifting the existing

frequency distribution by the model-estimated change in mean temperatures.

A more recent study of this type was carried out by Hennessy and Pittock (19953).
They assessed the impact of various warming scenarios for the state of Victoria,
derived from a regional general circulation mode! (GCM), on the frequency of
threshold temperature events. Like Salinger, thcy recognised that the use of a mean-
shifted frequency distribution was an oversimplification, but used it nenctheless. They
found that under the GCM's ‘low warming’ scenario, the expected {requency of
summer maximum temperatures above 35°C increased by more than 25%, while a
decrease exceeding 25% waus found in the frequency of winter minimum temperitures
below Q°C. The frequency of runs of hot or cold days was less affected under this
scenario, with the frequency of runs of five consecutive days exceeding 35°C in
northern Victoria increasing by about 20%, and that of five consecutive days below
0°C decreasing by 20% in western Victoria and 25-40% in the north-east highlands.
They note that, with the use of static thresholds, results vary considerably between

Sltions.

The first major studies to cxamine, in detail, the influence of changes in the nature of
the temperature regime, other than changes in mean temperature, were those of
Mearns et al. (1984) and Katz and Brown (1992), Both examined the probabttity of
extreme high temperatures 1n the midwestern Uniled States. Meams et al. examined
the probubility of July maximum temperatures exceeding 35°C at four stations in that
region, concentrating on the probability of three types of event: that of the maximum
temperature on any given day exceeding that value, that of at least one run in a given
fuly of at least five consecutive days with maxima excceding that value, and that of at
least five days in a given July (not necessarily consecutive) having maxima exceeding
that value. They used a first-order autoregressive (AR(1)) process to generate a
synthetic time series of daily maximum temperature, with the parameters (the mean,
standard deviation and lag-1 autocorrelation of July daily maximum temperatures at

each station) being determined from station data. The parameters of the AR(1) process
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were then varied to model the impact of possible climatic changes on the frequency of
the three cvents they were considering. It should be noted here that, s the authors
point out, the mean and standard deviation of real data can be transformed relatively
easily by a shifting and transformation of the time series, but autocorrelation cannot
be readily altered in this way - hence their use of a synthetic time series. The use of

an AR(1) process to model daily temperatures is discussed further in Chapter 6.

They considered o wide range of scenarios of changes in mean temperature, its
variance and autocorrelation. As an cxample, they found that a 3°F (1.7°C) increase in
mean maximum temperature, with the variance and autocorrelation held constant,
would lcad to the probability of live or more consecutive days exceeding 35C at Des
Moines increasing Lo approximately three times its current value. They also found that
the frequency of such cvents was highly sensitive to changes in the variance and
autocorrelation, with various scenarios resulling in incrcases 1o between two and six

times present levels.

Katz and Brown (1992) present a statistical model for ¢limate change which defined
thc probabtlity distribution of a climate variuble in terms of 2 location and scale
paramcler (in a normal distribution, these will be the mean and standard deviation
respectively). They found that the sensitivity ol an extreme event {defined in tcrms of
the exceedance ol a threshold) o changes in the scale parameter, relative to the impact

of changes in the localion parameler, increased as an cvent became more extreme.

They apply this (heoretical result to the time serics of July darly maximum
temperature at Des Moines (Lthe same data set analysed by Mearns et al.). They lind
that, assuming a normal distribution, an increase of 0.5°C in mcan maximum
lemperature increases the probability of a day’s maximum temperature excecding
38°C by 35%, while an increase of 0.5°C in the standard deviation increases that
probability by 71%. These results were found to be representative of those oblained
by a change in the parameters of an AR(1) model, of the type used by Mearns et al,,
and they use these results to argue for the importance of the consideration of changes
in climatic variability as part of any consideration of climatic change. Tarleton and
Katz {1993) and Katz (1993) apply the concept of temperature changes being

representcd by both changes in the mean and changes in the slandard deviation to two
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specific examples - the way in which temperature changes spatially over a region and
changes over time with the development of an urban heat island - and find 1t to be a

satisfactory model for the observed changes.

Wagner (1996) applied this model to data for Potsdam, Germany. He assumed for the
purposes of his study that daily maximum and minimum temperature were normally
distributed (although, in testing this, he found that such an assumption under-
estimated the number of days with maxima above 30°C and over-estimated the
number of days with maxima below 0°C). He determined trends in the mean and
standard deviation of daily temperature by breaking the time series up inte 5-year
segments and separately calculating the mean and standard deviation of the
temperatures for each month of the year within those 5-year period. Using this, he
found that mean temperature showed a warming trend in all scasons, while the
standard deviation showed an increasing trend in surnmer, but a decreasing trend in
winter. This was consistent with his observed trends towards more hot days in

summer and fewer frosts in autumn.

The relationship between mean and extreme temperatures has been investigated by
several authors. Vedin (1990) compared the length of the growing season, and the
frequency of summer frosts, at Karesuando in northern Sweden between a decade
with warm annual mean (emperatures in the region (1931-40) and a colder decade
(1979-88). Despile a 1.5°C decrease in mean annual temperature (and a 1°C decrease
tn mean summer lemperature} in the latter period, there had been a slight increase in

the length of the growing season and little chunge in the frequency of summer frosts.

Rchbetez and Beniston (1997) compared the frequency distribution of daily minimum
temperatures in the warmest and coldest 5-year periods of the century at various sites
in alpine Switzerland. They found that the extremes, defined as the 1st and 99th
percentile of daily minima (over the year as a whole), had shown a stronger response
than the observed trend in the mean annual temperature, particularly for the high
extreme. They suggest that this is consistent with the results for the gridpoint centred

near Zurich for a doubled-CO; climate in a general circulation model.
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Balling and Idso (1990) compared trends in the frequency of extreme high summer
temperatures (defined as daily maximum temperatures more than two standard
deviations ahove the seasonal mean maximum temperature) with trends in mean
temperatures, over the 1948-1987 period, at two groups of stations in the United
States; « set of 17 stations which exhibited a warming trend in mean summer
lemperaturcs of grealer than 1.5%C over this period, and a set of 10 stations which
exhibiled a cooling trend of greater than 1.5°C. They found that both sets of stations
(those which have cooled uand those which have warmed) showed an increase in the
frequency of extreme high temperatures, with 3 of the 17 *warming’ stations and 2 of
the 10 ‘cooling’ slations showing increases significant at the 95% level, and the
‘cooling’ stations exhibiling a greater overall increase in the frequency of extreme
high temperatures. They arguc that this result shows that there 18 no discemable
relutionship between trends in mean (emperature and trends in the frequency of
extreme high temperatures, They did not consider possible relationships between
trends in mean maximum lemperatures and the frequency of extreme  high
temperatures {although they did note that, averaged over the continental United States
as a4 whole, mean maximum {emperatures showed a different trend to that ol mean
minimum temperatures), nor did they make any explicit consideration of the
homogeneily or qualily of the station data that they used. This is a particularly
significant point in light of their method of station sclection; a station with a large
inhomogeneity is likely to display a large {artificial) trend in their mean temperature,
and is therefore disproportionately tikely to be included in the sel of stations with the
fargest ubsolute trends. Furthermore, as will be discussed i Chapters 3 and 4, an
inhomogeneity may affect maximum and minimum temperatures, or dilferent pats of

the frequency distribution of maximum and minimum: temperature, differently.

Batling et al. {1990} also undertook a study on a more local scale, investigating the
relationship belween seasonal mean temperatures and the (requency of maximum and
minimum lemperatures exceeding (or falling below) certain thresholds at Phoenix,
Arizona in the July-August period. (In effect, the implied extrapolation to climate
change in the paper is using anomalously warm months in the present climate to
simulate average months in a warmer climate ~ an approach which will be discussed
further in Chapters 6 and 7). They found that the frequency of the exceedance of high

thresholds was positively correluted, and the frequency of exceedance of low
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thresholds negatively correlated, with the seasonal mean temperature, but that the
magnitude of the relationship, especially for maximum temperatures, was weaker than
would be expected from simply shifting the frequency distribution by a given
increment of change in mean temperature. Again, this study did not address the
possibility of differential relationships between mean maximum and minimum
temperatures, and the frequency of threshold events. An implied extrapolation of a
different type was carried out by Brown and Katz (1995), who argued that stations in
a warmer part of a region under the present climate could be used as an analogue for
those in a cooler part under a warmed climate, using high maxima in the midwestern

United States and low minima in the scutheast as examples.

In addition to the previously discussed work of Tattelman and Kantor (19764, b),
Essenwanger (1963) and Hinds and Rotenberry (1979) both attempted to derive
regression relationships between mean monthly temperatures and cxtremes.
Esscnwanger compared the mean annual extreme maximum and the mcan daily
maximum temperature of the warmest month at a wide variety of stations glohally
with & mean annual extreme maximum cxceeding 40°C; Hinds and Rotenberry
compared the highest maximum and mean maximum, and lowest minimum and mean
minimum, for each month over a 2-3 vear period at ‘several’ locations within a
topographically diverse 300 km? experimental sitc in Washington state (USA). Both
found strong correlations hetween their extreme and mean variables, with Hinds and
Rotenberry finding a stronger relationship for maximum than for nunimum

lemperatures,

Changnon and Lalley (1994) investiguled the correlation between mean monthly and
mean daily maximum temperatures for the summer season on one hand, and the total
number of days, and the length of the longest run of consecutive days, with maxima
above 32°C, on the other hand, for the southeastern United States. They found that the
mean daily maximum temperatures were more highly correlated with the frequency of
high maxima than the mean monthly temperatures were, and that the corrclations of
both were stronger with the number of hot days than with the length of the longest run

of consecutive hot days.
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Salinger (1997) developed regression relationships between mean monthly {or annual}
maximum and minimum temperatures and the number of days with muxima
exceeding 30°C and minima below 0°C at a network of stations in New Zealand. He
found that, using these regression relationships, a 1°C increase in mean annual
minimum (emperature led to a decrease of between 7 and 25 days per year in the
number of days below 0°C, with the greatest sensitivity in the interior of the South
Island. A weaker relationship exists belween mean annual maximum temperature and
the frequency of maxima above 30°C, due in part to the low frequency of such days at
any ol the sites studied. Although he did not undertake a detailed analysis of trends in
the frequency of threshold events across New Zealand, results from four sample
stations suggested a decrease in the frequency of minima below 0°C since 1950, and a

slhight increase in the frequency of maxima above 30°C.

1.3.4. Model experiments and extreme temperatures

Until very recently, there has been o paucity of work carvied oul in altempling to usc
the output of general circulation models (GCMs), which have becn used very
extensively to estimate likely changes in mean temperature (IPCC, 1995}, 1o estimate
the hkely occurrence of extreme lemperatures. Models vary considerably in their
assessment ol likely changes in temperature  variability with increasing CO;
concentrations, although Mechl et al, (2000) note that most simulitions project larger
changes 1 mean temperatures than in their standard deviations. Whellon (pers,
comm.) noted that ¢xperiments involving the intercomparison of diftferent models,
which are commonplace 1n the asscssment of likely changes of mean temperatures,

are, so far, very limited in the case of extremes,

The papers in this Tield adopt various approuches. Brinkmann (1993) takes as his
starting point the likelihood that different air masses will respond in different ways Lo
climate change forced by an increased atmospheric concentration of carbon dioxide.
Using daily temperature and humidity data output from a GCM for the present climate
(I x CO3) and a climate with a doubled level of carbon dioxide (2 x COy), and
delining air mass occurrence for a location in the north-central United States by
means of the location of ridging at the 700 hPa height, he found that northerty flow in

December was 7.7°C warmer in the 2 x CO; climate than it was in the | x CO;
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climate, but southerly flow was only 2.3°C warmer. This would 1mply a marked

decline of temperature variability.

Takle and Bian (1993) did not examine extreme temperatures directly, but instead
examined the mean, standard deviation and autocorrelation of daily maximum and
minimum temperatures at six GCM gridpeints in the US Midwest, then used the
statistical model of Mearns et al. (1984) to estimate the impact that the modelled
changes in these would have on the frequency of various extrerne temperature events
at specific stations. They found that, over the region they were studying, July
maximum temperatures in the 2 X CO; climate showed an increase in mean of 6.1°C,
an increase in standard deviation of 0.66°C and an increase in autocorrelation of (.13
compared with the modelled 1 x CO; climate. This led, as would be expected [rom the
results of Mearns et al. (1984), to a marked increase in both the expected frequency of
extreme high temperatures at various thresholds, and the expected length of runs of
days above certain thresholds. A similar study, with broadly similar results, wus

carrted out for nine Canadian stations by Colombao et al. (1999),

Mearns et al. (1990) examined the behaviour of temperatures at GCM gridpoints in
the central United States. Their unalysis was confined to a direct examination ol the
GCM results, using the interannual variability of monthly mean temperature and (he
daily variability of temperature. Their results were mixed, with increases in variability

at some gridpoints and decreases at others.

Zwiers and Kharin (1998) used GCM data to simulate the expected 10-, 20- and 50-
year return period temperatures, using Gumbel analysis on annual extremes, and (he
expected [requency of threshold cvents, for various model gridpoints over Canada.
They found more response for low minima than high muxima in the (2 x COy) climate
compared with the (1 x CO,) climate, with the return period temperatures for low
minima increasing by a mean of 5.0°C compared with those for high maxima, which
increased by 4 meun of 3.1°C. (By comparison, annual mean temperatures in this

model increased by 3.5°C).

McGutfie et al. (1999) used five separate models to estimate changes in the return

periods of certain temperature events, noting that the models differed widely in their
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ability to accuralely simulate extremes in the present climate. They (ound that, in the
2 x CO; climate, the frequency of warm extremes increased, and the frequency of ¢old
extremes decreased, consistently across the five models, but they differed
considerably in the regional distribution of the greatest and least warming. They nole
that evaluation of local extremes from models requires either downscaling to nested

models, or the devetopment of GCMs with very much higher resolution.

Hennessy el al. (1998) usc a nested regional model to develop scenarios of climate
change for New South Wales, They include an assessment of changes in cxtreme
temperatures in this, concluding, lrom gridpoint results (on the 60-kilometre grid that
they used) that the frequency of minimum temperatures below 0°C, averaged over
New South Wales, is cxpecled to [all by approximately 50% by 2050, Whetton ct al,
(2000 rcached a similar conclusion (by similar methods) for Victoria, as well as
estimating u likely increase in the [requency of maximum temperatures above 35°C of
40% tn northern Victoria and 100% in southern Victoria, although they note that their

model has a warm hias in simulating the present summer climate over Viclora,
1.4. Summary

The study ol extreme temperature events is becoming an increasingly active ficld,
with a prolileration of published material appearing since 1995, Currenl rescarch s
proceeding in three principal directions: the development and rehabilitation of
historical data sets (including metadata), the production and analysis of indices of
cxtreme temperature occurrence, and the development ol scenarios of changes in the

likely irequency of extreme events derived from the output of climate models.

This thesis will concentrale on the first two areas, commencing with the development
of a high-quality daily data set, something which is not known to have been carried
oul previously, and continues with the analyses of changes in the obscrved jrequency

ol extremes.
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Chapter 2
Data Availability and Station Selection

2.1. Historical availability of temperature data in Australia
2.1.1. A brief history of Australian temperature measurement

Temperature has always been something of a poor relation in Australian climatology.
Rainfall has, historically, been the major priority in the climatological observing network.
This 1s a natural responsc to Australia’s climate, in which rainfall and its variability have
been o critical limiting factor for agriculture, with temperature being of secondary
importance. This 18 in contrast with the situation in much of North America and Europe,
where the length of the growing scason is largely determined by temperature and
temperalure measurcments have received an accordingly greater priority. Rainfall
observalions have been made on many farms Tor a century or more, but virtually none of
these rural sites also made temperature  observations. Only about 10% of the
meteorological stations that have operated in Australia during its history have measured
temperature, and, at many of these, the temperature measurements were not made as

meticulously as those ol rainfall (Torok, [9906),

The first lemperature observations in Australia date from the arrival of the First Fleet in
1788 (Torok, 1990). While observations were made in a number of places at a number of
times during the carly years of Buropean settlement, the lirst organised long-term record
commencedin 1855, at Melbourne. These arc the carliest temperature data in the Burcau
ol Meteorology's archives, apart from some briefl records at a Hobuit site in the 1840's.
The observational network expanded gradually through the second hall of the nineteenth
century, with large numbers of stations being openedin individual colonics (as they were
then) at certain times, often coineiding with the appointment of a particularly enthusiastic
government astronomer or meteorologist, such as Henry Russell in New South Wales,

Charles Todd in South Australia and Clement Wragge in Queensland.
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The Commonwealth Bureau of Meteorology was founded in 1908. Meteorology became a
federal responsibility at this point. This prompted a considerable improvement in the
collection and archiving of data, with many stations having data in the Bureau’s archives
startingin 1908 or in the year or two after. (The existence of pre-1908 manuscript records
from a number of the stations concerned (Clarkson, pers. comm.} suggests that this may
reflect improvements in archiving data rather than the opening of stations). By 1910 there
was a sufficient national coverage of datu for it to be feasible to analyse temperature
trends over Australia from that date, as Torok did in his 1996 study. The one major gap
remaining was over the western interior. This remained until it was partially filled by the
opening of stations at Giles {1956) and Rabbit Flat (1969), and significant data voids
rcmain today over the eastern hall of Western Austraira and north-western South

Australia.

Historically, much of the temperature network was based at Post Offices, although there
was always a smattcring of other sites, such as coastal lighthouses and pilot stations,
experimental farms, private residences und prisons. The astronomical observalories in the
state capitals were also the original observing sites in most of thosc cities. The Burcau of
Metecrology started to establish tts own range of staffed observing sites during the
Second World War, as aviation {and the role of metcorology in its saft operation) hecame
increasingly important. A number of additional Burcau-stalfed sites 1in remote arcas,
notably Woomera and Giles, were estublished in the late 1940' and 1930% 1o support

rocket and nuclear tests.

2.1.2. Archiving and accessibility of historical temperature data

Many, although not all, of the temperature observations that have been made in Australia
have been incorporated in the Burcau ol Meteorology’s digital archives in the form of
monthly means. The main exceptions arc in the period between 1957 and 1964
(inclusive), when much data are missing, especially in the castern states. There arc also
some early data {e.g. the pre-1938 Winton record, which is referred to again in Chapter 5)
which have not been incorporated in the archive, possibly because of the station receiving

a low processing priority at the time.
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The greatest difficully which confronts a study of this type, which requires daily
lemperature data, is the limited availability of daily data in digital form. In general, digital
duily data are onty available since 1957, and in some cases (principally in New South
Wales and Queensland) since 1965, Earlier data are generally only available for the state
capilals (from the start of the record, except at Hobart and Perth where it commences in
1944 - although the pre-1941 Darwin Post Office data are of poor quality at times
(Butlerworth, 1993) and have not been used here) and for Bureau-staffed sites (which, as
mentioned ahove, generally opened in the late 1930s and carly 1940s, although some
have a break in obscrvations lollowing the end of the Second World War). The latter
group of sites are particularly usclul for this study, as most are locuted at airports outside
urban arcas, thereby minimising the impact of urbanisation, are staffed by trained

personnel, and have the longest readily-available daily records over most of the country.

Earlier datly temperature dala exist only in paper form, and are spread between several
archiving sites in the various states. A project is currently under way at the Burcau of
Meteorology to digitise some of these data, but at present rates of progress itis likely to
take many ycars to complete (Plummer, pers. comm.). Similar difficultics affect the

aceessibility of daily temperature data in many other countrics (Basterling ot al., 2000).

Fig, 2.1 shows the number of available stations with digital daily and monthly maximum
and mintmum temperature data in cach year of the record. (Appendix B conlains a listing
ol the exact number of stations with datain cach year). A station 13 assumed to have dala
i there is at Ieast one daily value, or monthly mean as appropriate, in the Burcau’s digital
database. Siee 1994 monthly means have only been archived once a station’s data have
been quality-controlied: a backlog of data awaiting quality control (including seme 1986-
1991 data that were notl processed until after 1994) accounts for the reduced number ol

monthly mcuns availuble since 1986.

(All available daily rainfall data have been digitised - another reflection of the high
priorily that rainlfall has cnjoyed, relative to temperature, in the Australian climatological
consciousness).
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While the digitisation of all available historical data for the stations used was well beyond
the scope of this study (the task would require several person-years in itself), a number of
records were digitised, either as a part of other projects or in order to place the stations on
a uniform footing (for example, 1957-64 data were obtained for the stations where the
digital record commenced in 1965). Nevertheless, only in New South Wales was a

substantial amount of data available from prior to about 1940 outside the major cities.

2.2. The development of a station network
2.2.1. The philosophy of selecting a network for climate monitoring

Ideally, all portions of the globe would have meteorological stations with long,
continuous, homogencous records spaced on a grid at regular intervals. In practice we
have to make do with an imperfect sampling of the temperature ficld, through such

stations and data as arc available.

The Burcau of Metcarology (1995) has identified the charactertstics of an ideal climate

statton as follows:

. very few problems throughout a history exceeding 100 years:

. a small tumover ol enthusiastic and difi gent observers who were responsible [or
adhering o mternationally agreed standards o observatton methods and
instrumentation:

. alocation in an environment far away {rom urban influences such as multi-storey
buildings and motor vehicle trallic, which may affect the local climate;

. few changes in its local environment, including nearby trecs and buildings.

Three principal factors determine the suitability of a station for use in the analysis of

historical climate events:

1. The amount of data available;
2. The quality of the data available, and their representativeness as a sample of the
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Number of stations

Fig. 2.1. Number of stations with available digital daily and monthly temperature data
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regional climate;

3. The availabihity (or lack thereof) of other climatic data in the region.

The criteria for judging stations based on these three genera! principles will depend how
the data arc being used. To give a simple example in the context of Australian
temperature data, il there are two stations of equal data quality, one with monthly data
rom 1890 onwards and datly data from 1957 onwards, and the other with monthly and
daily data rom 1939 onwards, the lormer station is more suitable for studies involving

the analysis of monthly data, the latter for daily data.

Two broad approaches cun be adopted Lo the development of a station network. One
approach is to usc data from all stations which meet specified criteria of length and
completeness ol record, adjusted if neeessary (o correct for inhomogeneities; the other is
to usce a subset ol the data selected on the busis of spatial representativeness, data quality
or both. Torok (1996), in his study of long-lerm Australian temperature data, took the
former approach, on the grounds that there were insufflicient long-term data available o
select only the high-quality stations (see section 2.2.2.4). This approach was also
followed by Karl et al, (1990) in the construction of the United States Hislorical
Climatology Network, aithough they had the Juxury of having sullicient stations to draw
on to be able (o set a high standard of record length (80 years or greater) and stll have in

excess of 1200 stations miceting that standard,

Incontrast, Laveryetal. (1992), in their study of Australian rainfall, with its large number
of available records, were able o be selective over parts of the continent, and usc only the
highest-guality records from those regions. A selective procedure is also heing used in the
selection of stations Tor the WMQ Global Surface Network (Peterson et al,, 1998a), with

the use of an objective algorithm o measure the qualily of stations.

2.2.2. Existing climate networks

There have been networks developed previously for the detection of climate chunge in
genera), and temperature changes in patticular. These networks include:
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) The Reference Climate Station (RCS) network
) The Plummer network of 40 stations
. The Australian part of the global network compiled by Jones et al. (1986¢)

. The Torok network of pre-1910 Australian temperature stations

While all of these nctworks were established in order to analyse historical trends in
climate, each of the last three have a particular emphasis, as a result of the way in which
the networks were chosen. The Plummer network contains stations with a high quality of
recent data, the Jones network contains stations whose data have been exchanged

internationally, and the Torok network contains stations with long records,

These networks will now be described in detail, The stations included in cach network are

listed in Appendix B.

2.2.2.1. The Reference Climate Station network

This is an official network sclecled by the Burcau of Meteorology, in response to a
request made by the World Meteorological Organization in 1990 for its member nations
toidentify a network of recommended relerence chimate sites. A reference climale station

has the following definition (Burcau ol Melcorology, 1995):

“A climatological station, the data of which are intended for the purpose of determining
climatic trencly. This requires tong periods (not less than thirty years) of howogeneouws
records, where nunan-influenced environmenial changeys heve been andfor expected to
remain af ¢ mininmn fdeally the vecords should be of sufficient length 1o enable the

tdentification of secular (over rime) changes of climate.”

In Australia, the Bureau of Mcteorology selected stations which had long records and had
been subject to few changes in exposure and measurement technigues, with preference
being given to stations which had had few moves, were not affected by urbanisation and
had a reasonable likelihood of not being moved or closed in the foreseeable future. The
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need for good spatial coverage also led (o the inclusion of a number of stations which did

nol have 30 years of available records.

The maintenance of the Reference Climate Station network has been given a high priority
by the Burcau, with a station’s status as a Reference Climate Station carrying
considerable weight in decisions on rationalising station networks, maintaining parallel
obscrvations where there has been a site or instrument change and other changes

potentially allecting the stations.

A number of sites have also been designated as secondary Reference Climate Stations.
These do not have RCS status bul have the potential to be drawn on should an existing
Relerence Climate Station in the region be forced to close. As anexample, the station at
Wittenoom is likely to close in the near future as a result of the near-total depopulation of
the seltlement and the withdrawal of services rom it in this event, Muarble Bar will

probably replace 1t in the RCS network.

101 Reference Climate Stations have been designated by the Bureau {including four on
olTshore istands and three in Antarctica). Ol these, six did not have thirty years of record

at the time of delining this data set:

. Learmonth (1975)

. Gove (1960, but with 12 years’ missing data)
. Tindal (1985)

. Rabbit FFlat {1969)

. Cape Grin (1985)

. [iawence (1985)

The four of these with the shortest records (Gove, Tindal, Cape Grim, Liawence) were

not considered further for inclusion in this study.

Fig. 2.2 shows the locations of the Reference Climate Stations with 20 years or more of

4]




record.

2.2.2.2. The Plummer 40 station network

This is a network of 40 stations for which mean monthly maximum and minimum
temperatures satisfied homogeneity tests for the period 1961 to 1995 (Plummer ct al.,
1999), This was a subset of a 92-station network used by Plummer et al. (1995), using the
same general principles for station selection as was described above for the choice of
Reference Climate Stations. {As might be expected, most of these 92 stations were also

Reference Climate Stations).

The locations of the stations are given in Fig. 2.3.

The 40 statrons failed to show any inhomogeneities for mean monthly maximum and
minimum temperatures in the 1961-1995 period, using the bivariate test of Maronna and
Yohai (1978}, A consequence of this sclection criterion is that the geographical coverage
of the stations is incomplete, as there were a number of large regions in which no station
satisfied this test. Of the 40 stations, there are none in the Northern Terrilory, one in
Tasmania and two in South Australia. Nevertheless, as part of a larger network, it
provides a strong indication as to which stations can be considered us being of high
quality over that ume period, which corresponds fuirly closely with the principal time

period (1957-1996) of interest to (his study.

2.2.2.3. The Jones et al, network

This 18 the Australian part of the global nelwork of stations described by Jones et al.
(1986¢). The principal criterion lor selectionin this network was that at least 20 years of
data for the station concerned were available in the volumes of World Weather Records
(c.g. U.S. Weather Bureau, 1963). This will be a subset of the {ull Australian data set, as

not all Australian stations reported internationally.

The locations of the stations are given in Fig. 2.4.
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Fig. 2.2. Locations of Reference Climate Stations in

Australia
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Fig. 2.3. Locations of the 40 stations used by Plummer
et al. (1999)




Fig. 2.4, Locations of the stations used by Jones et al.
(1986¢)

Fig. 2.5. Locations of the 224 stations used by Torok
(1996)




A homogenelty assessment was carried out on the stations, using neighbouring stations
(from the sparser World Weather Records network, not the full Australian network) and
station history information (again, only a subset of the information that could potentially
be used). Stations with discontinuities at onc or more identifiable points in time were
retained in the analysis, but thosc with trend inhomogencities (e.g. due to urbanisation)

were discarded.

While the selection process for these stations does not add any signilicant information on
station quality to that alrcady available for Australia through more detailed analyses of
station histories and data homogeneity, particularly that of Torok (1996), it does provide
an indication ol those stations which are being used in analyses of the global climate,

which is a relevant consideration in settling on a final set of stations.

A ncw global data set which is in the process of being developed is the GCOS Surface
Netwark (GSN), a project of the World Meleorological Organization (Peterson ct al.,
1997). [t will be of interest in the future, as it is likely to form the basis of rouline global
climate analysis, given its ‘official” status, The final list of stations Lo be included in the
GSN had not, however, been determined at the time of determining the data set for this

study, although it has now (hup:/fwww.wmo.ch/web/geos/gsnlist.htm).

2.2.2.4. The Torok network

This network, described in Torok (1996), included all stations in Australia that
commenced temperature records priorta [915 and were still openin 1985. This includes
anumber of composite records where overlapping data were available from two or more
stations in the same gencral arca. A total of 145 stations satisficd this criterion
individually, and a further 79 as composite records. (I is worth noting that a station was
considered a composite record if it included two or more records with diflerent station
numbers as allocated by the Bureau of Meteorology; it was quite common for stations (o
move substantially without changing station number). The localions of the stations are
listed in Fig. 2.5.
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All stations meeting the data availability criterion were included in Torok’s analysis,
because of alack of high-quality data. He did, however, rate all his stations on a scale of
1 to 3, based on a subjective assessment of the state of the site, the diligence of the
observers and the number of changes that had occurred through the record. The rating
applies to the entire period of the record; there are some stations which rate poorly over

the record as a whole but are good for some parts of the record.

In the context of this study, the main purpose of the Torok network 1s to provide an
indication of station quality (through the subjective ratings) and which stations have long-
term records. While the existence of long-term records is not critical for this study, in
which the major constraint on the period of record used is the availability of daily digital
data rather than the overall length of record, if a station does have long-term data and is
included in the network, it allows this study to be extended backwards in time without
changingthe station network should older daily data become avaiiable at some time in the

future.

2.3. The choice of a station network for this study

The Relerence Climate Station network was used as the initial basis for the station
network in this study. This provides a good initial set of stations, to which modifications
can he made as necessary. While it would have been possible to include all Relerence
Climale Stations, it was considered appropriale 1o exclude some from the dala sel, on the
grounds that they had insutTicient data, poor recent data or duplicated other stations in the

RCS network.

The principal criteria used in selecling stations were the length of daily digital data
available (with 20 years being an absolute minimum), the quality of the data (either as
determined by Plummer and/or Torok, or by astation’s standing as a RCS), and achieving
the broadest possible geographical coverage. The length of monthly data available was a

secondary consideration.
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A total of 16 Reference Climate Stations were not included in this study. Four (Gove,
Tindal, Cape Grim and Liawenec) were excluded because they did not have 20 or more
years of data available, two (Rottnest Island and Liverpool) because of substantial
missing data in the last few years, and one (Mount Isa) because of 2 major station move
towards the end ol the record. The other nine stations were discarded because they were
considered to be sufficiently close in distance and similar in climate to other sites in the
network to be surplus 1o requirements. Of these nine stations, seven were not in either the
Plummer or Jones network (the exceptions being Gladstone, which duplicated Bundaberg
and Rockhampton as central Queensland coastal stations, and Cape Nelson, which
duplicated Cupe Otway as a wesiern Victorisn coastal station and was also close 1o,
although somewhat more exposed than, Mount Gambicr), and three had digital daily data

commencing in 1964 or later.

Thursday Island was included, cven though it is now closed, as it only closed in 1995 and
no other record of any length exists from the Torres Straitislands. It may, in the future, be

possible o continue the record using data lrom Horn [sland, 10 kilometres away.

Twenty-Tive stations were then added to the network. These were chosen on the following

huasis:

Capital cities: The six state capital city sites were added (o the network because of the
length of their records and the polential interest of the statstical nature of chunges m their
climate, even if they are urbanisation-induced. These stations were excluded from certain
purts of the analysis where it was considered desiruble to exclude data which might be
subject to an artificial warming trend.

Stations from the Plummer/Jones networks: Thirty stalions were included in either the
Plummer or Jones networks which were not Reference Climate Stalions. (Fifteen of these
were in Queensland). These stations were examined to determine whether they would add
uselul information to the network, by substantially improving its geogruphical coverage,
sumpling a climatic type which was underrepresented in the Reference Climate Station
network, or inciuding a station identified by Torok as having a long, high-quality record.
15 stations were added on this basis, Barcaldine was also added, despite its apparent
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duplication of nearby Longreach (a Reference Climate Station), because of problems with
Longreach prior to its 1966 conversion to a Meteorological Office.

Other stations to fill gaps: After the first two steps three substantial data-void areas
remained; the eastern interior of Western Australia, the northern inland Northern
Territory, and inland Tasmania. There were no stations available to fill the gaps in
Western Australia. Victoria River Downs was chosen from the Northern Terntory,
despite concemns about its quality at times, as it was the only station in the region with
continuous records since 1965. Two stations were chosen from inland Tasmania;
Launceston Airport to represent the low-clevation areas, and Butlers Gorge (o represent
the high-elevation areas. Butlers Gorge closed in 1993, but the only currently open station
in the region with 20 years or more of data, Lake St. Clair, was rated as being of very
poor quality, prior to a 1988 move, by the Tasmania and Antarctica Regional Office of
the Bureau of Meteorology (Shepherd, pers. comm.). The loss of three yeurs of dala at the
end of the record is not a major problem for this study, but an alternative station will need
to be found (or Butlers Gorge reopened) if this network is to be used for ongoing climate
monitoring. The Reference Climate Station in the region, Liawenee, is 55 kilometres

away, 100 far to be a realistic compositc station in such a mountainous region.

A full listing of the stations chosen 1s given in Table 2. 14, and @ map of their localions in
Fig. 2.6. Further details of the stations, including opening and closing dates and the

populations of any urban centres with which they are agsociated, are given in Table 2.1b.

The station network dertved has good coverage of most of Australia during the principal
period ol interest in this study, between 1957 and 1996. There is a substantial dala void
over eastern Western Australia which is likely to remain for the foreseeable future, whilst
some of the Northern Territory records used commence after 1957, The other significant
shortcoming of the data set as it has been defined here is the limited amount of high-
quality data from high clevations (above 500 metres in Tasmania and 1000 metres
elsewhere), with only Cabramurra (which opened in 1962) and Butlers Gorge (which
closed n 1993) available for use. The network, as it stands, is suitable for ongoing
climate monitoring, Should it prove feasible to extend the data set backwards in time with

the digitisation of additional pre-1957 data, it may be necessary to reassess the station

46



Fig. 2.6. Locations of final set of 103 stations used in this study




Station Station name Latitude | Longitude | Altitude | Station Station

number (deg S) | (deg E) (m}) category | networks

1021 Kalumburu 14.17 126.38 23 R R

2012 Hlalls Creck AMO 18.14 [27.40 422 A (ST R, J, P, T*

3003 Broome AMO 17.56 122.14 7 AL R,I P, T*

4032 Port Hedland AMO 2022 118.38 i AT R,I,P, T*

5007 Learmantl AMO 2204 114.05 5 R R

5020 Witlenoom PO 2214 118.20 403 R R, P

601 | Carnarvon AMO 24.53 113.40 4 A (ST R,I, T*

T045 Mueekatharra AMO 26.37 118.32 517 A (8T R, 1, P, T#*

8039 Dalwalling PO 3017 116.40 335 R R, P

8051 Creraldon AMO 28.47 114.41 i3 AT R, P

o021 Perth Adrport 31.56 115.56 20 A

9518 Cape Lecuwin 34.22 11508 14 R R, LT

V500 Albany Town 35.01 [17.52 18 LT R,T*

G741 Albany AMO 34.56 [17.48 68 AR R, T+

054} lisperance PO 335| 121.53 4 ST IR, P2, T

9749 Hsperance MO 3350 [21.53 25 ALST) R, P, T*

10035 Cunderdin PO 31.39 [17.14 236 R R,

10648 Wandering 32.40 [10.40 280 R R,P,T

11004 Forrest AMO 30.50 128.07 156 R R, 1P

11052 Farrest AWS a0N.50 128.07 156 R R, LP

12038 Kalgoorlie AMO 047 121,27 305 ALY R, P, T#

13017 Giles MO 2502 [28.17 598 R I, P

14015 Lyarwin Airport 12.25 130,53 3l ALT) R, I, T*

14825 Victaria River Downs 16.24 L3101 42 R

15087 Tennant Creek PO 19.37 134,11 3 5T R

15135 Tennant Creck MO 19.38 134,11 375 AST) R

15548 Rabbit 1l 20.11 130.01 340 R R

15590 Altce Springs MO 23148 133,53 5406 A (LT R,I,T*

16001 Woomera AMO 31.08 136.49 1G5 AST) R,LP

(644 Tarcoela 3042 134,35 119 R R

160U Tuarcacla {new site) 30042 [34.35 123 14 R

17031 Marree ') 20.39 138.03 50 R R

17043 Oodimudatia AWS 27.34 [35.26 113 K J
{Tormerly M)

17114 Ouodinditta IS 27.32 [35.20 120 R I

In()12 Ceduna AMO) 32.08 [33.42 15 ALST) R,]J

1070 I'ort Liocoln 170 3443 135.51 & LT T

RALINER Snowlown 170 3347 138.13 103 R R, 1T

22R01 Cape Horda 3545 136.35 143 R R, 1T

23008 Adclatde (W . Terrace) 3456 138.35 40 U J,T*

REIDE Adelaide (Kent Towny | 34.55 134.37 48 U 1,T*

23321 Nurioulpa 3428 139.00 274 ALST) RP

23373 Nurioolpa AWS 34.29 139.00 75 A8 R, P

20602 Maunt Cambier AMO | 37.44 140,47 63 AL R,J, 1=

200020 Robhe 1} 3710 139.45 3 R R, T

27022 Thursday Island MO 13,35 142.13 58 A(ST) R,J, P, T*

27042 Weipa Composite 123 141.53 11 ST R

27045 Weipa MO 12.40 141.55 20 A (ST R

28004 Palmerville 16.59 144.04 204 R P, T

29004 Burketown PO 17.44 139.32 5 R R,B,T

30045 Richmond {Qld.) PO 20.44 143.08 211 R R, T

31011 Cairns AMO 16.53 145.45 3 AL R,J, T*

Table 2.14.

Final list of stations used in this study




Station Name Latitude | Longitude | Altitude | Station Station
number (deg 5) (deg E) {m} category | networks
32040 Townsville AMO 19.15 [46.46 7 A (L) R, I P
33119 Mackay MO 21.07 149.13 30 A(LT) R,IPT
340602 Charters Towers PO 20.04 146.16 310 ST P, T
34084 Charters Towers AP 20.02 146.16 201 A (ST} P, T#
36007 Barcalding PO 23.33 145.17 267 ST P, T
36030 Longreach PO 23.27 144.15 191 ST R, IT
36031 Longreach AP 23.26 144.16 192 A (ST) R, I T
37010 Camooweal PO 19.55 138.07 233 R T
38002 Birdsville PS 25.54 139.20 46 R R
38003 Boulia PO 22.55 139.54 156 R T
39015 Bundaberg PO 24.52 15220 14 LT P, T*
30128 Bundaberg AP 24.54 152,19 30 A (LT} P, T*
39039 Gayndah PO 25.38 151.37 106 ST T
39083 Rockhampton AMO 23.22 150,28 10 A (LT} R, 5P T
40004 Amberley AMO 27.38 152.43 27 AU} R,J
40223 Brishanc AP 27.23 153.07 4 A{U) J, e
40264 Tewantin PO 26,23 153.02 8 LT R, P
40908 Tewantin AWS 26.23 153.02 ] LT R,P
42023 Miles PO 26.39 150.11 305 ST R, T
43034 St. George PO 28.02 148.35 201 ST R, P
43109 St. Georpe AP 28.03 148.36 198 A (ST} R, P
44021 Charleville AMO 26,25 146,16 303 A (ST} R, § P T
45017 Thargomindah PO 24.59 143.49 129 R R, P
46037 Tibooburra PO 29.26 142.01 83 R R,
460473 Wilcannia PG 31.24 14322 70 R T
48013 Bourke PO 30,05 145.56 106 5T T+
48239 Bourke AP 30.02 145,57 107 AAST} T
48030 Cobur PO 3130 145.48 250 ST R, T*
45027 Cobar MO 31.29 145.40 221 AR R, T+
52026 Walgett PO I0.04 [48.07 131 ST IS
32088 Walpett AP .02 148.07 133 A(ST) B
83027 Morge MO 29,30 149 54 2007 5T ROT*
53048 Maoree MO 2029 14950 212 AAST R,T*
55024 Gunnedah Soil Cons 3108 150106 307 AR R, T’
30017 Inverell PO 2040 151.07 384 St R, T+
56242 fmverell (new sile) 2947 15 1.07 582 St I, T
380102 Yiumbi 20.26 15322 29 A(NT} R, T
50040 Cofls Harbour MO 3019 153307 5 ALY R
6O026 Port Macquarie 31.26 152.55 7 LT R,
61078 Willlamtown 31.47 151.50 g R R
61089 Seane Suil Cang 04 150.55 216 A (ST R, T*
(3005 Bathurst ARS 33.26 149.34 713 ALLT) R, T
65012 Dutbbo 32.13 {48.34 275 LT T
06062 Sydney 33.52 15112 39 U I T
67033 Richmond AMO 33.36 £50.46 19 A(LT R, T#*
67105 Richmond AWS 33.36 150.46 19 A(LT) R, T*
68034 Jervis Bay 35.05 150.48 83 R R,PT
68076 Nowra RAN 34.57 £50.32 109 A(LT) R
69018 Moruya Heads 35.55 150.00 17 R R, T
70014 Canberra AMO 35.18 149,11 571 A(U) R
72091 Cabramurra 35.50 148,23 1475 R R,P

Table 2.1a (cont.). Final list of stations used in this study




Station Nume Latitude | Longitude | Allitude | Station Station
number {deg S) (deg B) (m) calegory | networks
72150 Waugpa Wagga AMO 35.10 147.27 212 A(LT) R, T*
73054 Wyalung PO 33.55 147.14 245 R R
74128 Deniliquin PO 35.33 144,56 9 ST R, T
76031 Mildura AMO 34.14 142.05 51 A (LT R, T#*
78031 Nhili 36.20 141,38 133 ST R, P, T
80023 Kerang PO 35.44 143.55 78 ST P.T
82039 Rutherglen Rescarch 36.06 140.30 168 A(ST) P, T*
84016 Guba fsland 37.34 149.55 15 R T
84030 Orbast 37.41 148.27 41 ST R
83072 Hast Sule AMO 38.06 147.08 5 ALT) R, T*
B5096 Wilsons Promontory 39.08 146.25 89 R R,J.T
BGOTI Melbourne 37.48 144.58 35 U 1T
$7031 Laverton AMQO 37.52 144 44 I8 AL} R, F*
0001s Cupe lway 38.51 143,31 82 R R, P, T
01057 Low Head 41,03 146.47 28 R R,F
91104 Launceston AP 41.34 14712 170 A(LLD I T*
02045 Hddystene Point 40.59 148.20 13 R R
94010 Cape Bruny 43.29 147.08 55 R R
94194 Cape Bruny AWS 43.29 147.08 G0 i’ R
04029 Haobart 42,53 147.19 55 U 1T
94009 Grorwe Research 42.59 147.04 60 B R
06003 Butlers (Gorge 42.16 146.16 660 R

Table 2.1a {cont.). Final list of stations vsed in this study

Explanation of symbols used in table

Symbal Lxplanation
Site AMO) Adrport Meteorological Office
MO Muteorological Office
1o Post Office
PS Police Stulion
AP Adrport
AWS Automalic Weather Slation
ARS Agricaltural Research Station
Station R Rurgl site or in settlement with population less than 1,000
focation NN Small town (population 1,00O - 10,000;
LT Large town {papulation 10,000 - 100,000)
Ll Matjor urban centre (population greater than 100,000;
AgNT) Adrport or shimilar site (e research farm) in vicinity of population centre. Symbol in
purentheses indicates size of assoctated population centre. Afrports nol associated
with a population centre > 1,060 (e.g. Forrest, Learmonth) are shown R.
All populations are as of the 1996 Census.
Statiun R Relerence Climate Station
networks | J Stition network uscd by Jones ot al. {1986¢)
I Station network used by Plummer et al. (1999)
T Station with Jong record as identified by Torok (1996) (* - as composite)




Station Station name Year | First Year Population of associated centre (Census)
number apen | digital | closed

data 1954 1976 1996
1021 Kaiumburu 1942 1957
2012 Halls Creek AMO* 1944 1944 370 767 1263
3003 Broome AMO#* 1939 1939 1093 2920 11368
4032 Port Hediand AMO* 1948 1948 895 11144 12846
3007 Learmonth AMO 1975 1975
5026 Witlenoom PO [052 1958 962
601 | Carnarvon AMO#* 1945 1945 1453 534 6357
7045 Meckatharra AMO* 1950 1950 1100 829 1270
8039 Dalwallinu 0 1956 1957 H83 697
8051 Geraldion AMO® 1941 1941 8308 18773 25243
Q02§ Perth Alrport 15944 1944 348596 731275 1096820
9518 Cape Lecuwin 1897 1957
95(K) Albany Town 1880 950+ | 1965 ¥205 13696 20493
0741 Albany AMO 1965 T 8205 13696 20493
9541 BExperance 10 1883 1937 1969 1087 262 8647
9789 Lsperance MQ) 1969 1969 1087 5262 HO47
10035 Cunderdin 170) 1950 1957 756 715
10648 Wandering 1902 1957
L EO04 FForrest AMCY 1946 196 1995
11052 FFurrest AWS 19493 1993
12038 Kalpoorlic AMO* 1039 1939 22834 19041 28087
(3017 Giles MO F956 1956
14015 Darwin Airporn® 1041 1941 ]071 41374 251
14823 Victorm River Dowits 19065 1965
15057 Tennant Creek PO 1926 1957 1970 954 2230 38506
15135 Tennanl Creek MO 1909 1964 059 2236 3836
15548 {abbi Kl 1064 1969
15590 Abice Springs MO* 1941 1941 2785 14149 22488
16001 Waoumern AMO) 1944 1949 2058 1349
16044 Tarcnoli 1922 1950+ | 1997
16OYS Tarcoohn {ew sile) 1997 1997
{714 Mayee PO) 1939 1957 134
17043 Oladnadiatin AWS 1940 19:40) 129

Hornwrly MOy

17114 Oadnadatta PS 1985 1985 1991 229
[B(H 2 Ceduna AMO* 1939 JU3Y [953 2327 2599
1 K740 Bort Lineoln PO 1922 1957 5871 1272 FHOTH
MG Sty 170 1923 1957 il 429
22801 Cape Borda 1925 1957
23000 Adelde (W, Terrace) | 1887 1487 1979 483535 RS7 196 978100
23190 Adelnde (Kent Town) | 1977 1977 483535 857196 978100
2332t Nuriootpil 1952 1857 1465 2808 34806
23373 Nurisotpa AWS 19496 | 1996 1465 2808 3486
260214 Wi CGambier AMO* 1942 1942 10334 19262 22037
26020 ok 1200 1957 1957 490 816
27022 Thursday ksland MO* | 1950 [ 1930 1993
27042 Weipn composite 1959 | 1959 1994 1876 2200
27045 Weipn MO 1992 1992 2870 2200
28004 Patmerville 1907 1957
29004 Burketown PO 1907 | 1957 220
30045 Richmond (Qld.) PO 1908 1957 B8l 733
301! Cairng AMO* 1942 1942 21021 39305 92273

Table 2.1b. Stations used in study - opening and closing dates, city populations




Station Station name Year | First Year Population of associated centre (Census)
number open | digital | closed

data 1954 1976 1996
32040 Townsville AMO* 1940 | 1940 40485 78653 109914
33119 Mackay MO* (959 | 1959 14764 31522 44880
34002 Charters Towers PO 1907 1957 1992 6960 7014 8893
34084 Charters Towers AP 1992 | 1992 6960 7914 R893
36007 Buarcaldine PO 1913 | 1957+ 1705 1443 1592
36030 Longreach PO 1907 | 1957 1973 3356 3354 3766
36031 Longreach AP 1966 | 1966 3356 3354 3766
37010 Camooweal PO 1907 | 1957 1997 322 258
38002 Birdsville PS 1854 | 1957
38003 Boulia PO 1888 | 1949+ 272 243
39015 Bundaberg PO 1907 | 1957 1990 19943 31189 41025
39128 Bundaberg AP 1959 | 1950x 19953 31189 41025
39039 Gaynduh PO 1894 | 1957 1644 1643 1781
39083 Rockhampton AMO* 1939 1§ 1939 40676 50132 57770
40004 Amberley AMOC 1941 1941 502353 892987 1291117
40223 Brisbane AP 1949 | 1949 502353 892987 1200117
40264 Tewantin PO 1949 | 1957+ | 1996 1766 53834 26053+
40908 Tewantin AWS 1996 | 1996 1766 5834 2053
42023 Miles PO 1908 | [957 1193 1367 187
43034 St George PO 1938 | 1957+ | 1997 1698 2095 2463
43109 St George AP 1997 | 1997 1698 2095 2403
44021 Charleville AMO* 1942 | 1942 4517 3802 3327
45017 Thargomindah PO 1938 | 1957 218
40037 Tibooburra PO 1910 | 1921+ 211
46043 Wilcannia PO 1881 1957 (023
48013 Bourke PO [871 [957 1996 2642 3534 2775
48239 Bourke AP 1994 | 1994 2642 3534 2773
48030 Cobar PO 1go0 | 1957 1965 2221 3339 4524
48027 Cobar MO 1962 | 1962 2221 3339 4524
52026 Walgeu PO 1878 | 1957 1903 1348 2233 1970
52088 Walgell AP 1993 | 1993 1348 2253 1970
53027 Moree PO (879 ] [879+ | 1966 550] Y354 u270n
53048 Moree MO 96 1964 a501 9359 G270
25024 Gunnedah Soil Cons® 948 1959+ S129 HOEY 8315
56017 Inverell PO 1907 | 1957 1997 7317 RN 0374
562472 Inverell { new site) 1995 19495 517 Ud 32 URWE
S8012 Yamba 1877 1921+ LG4Y 4721
SU040 Codts Harboor MO 1943 L9473 (214 L2197 22077
60026 Fort Macquaric 1907 1921+ 44723 13362 33709
G178 Williamtown 1942 1942
61089 Scone Soil Cang* 1952 | 1959+ 335] 3424 3408
63005 Bathurst ARS* 1902 | 1909+ 16090 [ 8589 260729
65012 Dubbo 1871 1957 12025 20149 30102
66062 Sydney 1859 | 1839 1BG3217 2765040 3276207
67033 Richmond AMO* 1939 | 1939 1994 Q867 13340 21317
67105 Richmond AWS 1994 1 1994 2867 13340 21317
62034 lervis Bay 1907 [0+
68076 Nowra 1955 | 1955 5981 15496 23823
69018 Moruya Heads 1876 | 1921+
70014 Canberra AMO* 1939 | 1939 355844 2130554 324932#
72091 Cabramurra 1962 | 1962 203
72150 Wagga Wagga AMG* | 1942 | 1942 19243 32984 42848
73054 Wyalong PO 1950 | 1959+
74128 Deniliquin PO 1858 | 1949+ 4705 6865 7816

Table 2.1b {(cont.}. Stations used in study - opening and closing dates, city populations




Station Station name Year | First Year Population of associated centre {Census)
number open ¢ digial | closed

datu 1954 1976 1956
76031 Mildura AMO* 1946 | 1945 1971 14417 24142
73031 Nhill 1897 1951 2208 2124 1890
80023 Kerang PO 1903 | 1997+ 3326 4022 3883
82039 Ruthergien Research 1913 16957+ 1912 1325 1904
84010 Gubo [sland 1877 1957
84030 Orbost 1938 1957 2215 2789 2150
85072 Fast Sale AMO* 1945 1945 6536 12111 13366
85090 Wilsons Promontory 1877 1890+
80071 Melhourne 1855 1835 1524002 2479225 2865329
87031 Laverton AMO* 1943 1943 15240672 2479225 2865320
Q0015 Cape Otway 1865 | 1957
91057 Low 1ead 1895 1957
91104 [Lannceston AP 1939 | 1939 49310 03380 67701
92045 [ddystone Poing 1957 1957
94010 Cape Bruny 1924 1957
94198 Clape Bruny AWS 1997 1997
94029 [obart 1881 1944 95223 131524 120118
940069 Cirove Research 1952 1057
96003 Butlers Gorpe 1944 1957 1993

Tabie 2.1b (cont.). Stations vsed in study - opening and closing dates, city populations

Symbols used i the table:

* Another station in the area {esually without digita] daily records) exists and could potentially be used as
g crunposite toextend the data back intime,

+ Includes data digitised manually as part of this and other projects that s not available through regolar
Burcau channels.

he Bondaberg Adrport has dita for 1959271 and 1990 onwards. The 195971 dat is used for comparison

[rirposcs unly,
o

Comhined population of Tewantin-Noasa.
i Cumbined population af Canberra-Queanbeyan,

[ates prven uoder “year open’ are the carliest year for which monthly temperiture dats available in the Bureay
digitab archives. Some data exists from prion w this date at a naimber of stations {notably Robe). Fhere are breaks in
e data al some stadions, All staions without o closare dade listed are cwrently open.




network (possibly using additional stations with data from 1908 or earlier to supplement
the numerous Metcorological Office sites that opened between 1939 and 1950), and the

coverage of central Australia will be mare limited than it is with the prescnt network.
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Chapter 3

Some systematic issues influencing quality of daily

temperature data in Australia

3.1. Introduction

Climate  dota are  subject 1o numerous systematic  inhomogeneitics.  These
inhomogencities, which are claborated on in Chapter 4, include station moves,
instrument changes, changes in site condition and local land use and changes in
observation practices. A crucial aspect of the development of any high-quality
temperature data sct s the manner in which data arc adjusted o remove these
inhomogeneities from the climale record. This is a particutar challenge in the case of
daily data. A new technique for the adjustment of daily data is presented in section

3.2,

Two tssues which bhave the potential to affect temperature records in o systematic
manner dare changes in the time of observation, and the use of sccumulated data afler a

missed observation. These are discussed in sections 3.3 and 3.4 respectively.

3.2, Methods of producing composite daily temperature data sets from

inhomogeneous data

Standard procedures Tor adjustments of mean temperatures in order 1o remove non-
climatic  inhomogeneities have relicd on the implicit assumption that, if two
neighbouring stations have homogencous records over some period of lime, the
difference in daily maxinmum {(or minimum) lemperature between them will be a
constant for any day in a given month of the year. This implics that the difference in
monthly means will be constant for that month from year to year. This assumption is
inherent in works such as Barger and Nyhan (1960), Karl and Williams (1987), Torok
{1996), Torok and Nicholls (1996), and has been built into software systems such as
the THOMAS system uscd in Slovakia and Switzerland (Begert et al., 1998) and the

MASH system developed in Hungary (Szentimrey, 1998), which has been widely
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used in the development of indices of extreme climate events (e.g. Manton et al,,
2001). In onc of the few attempts to produce homogenised series of extreme event
frequencies, in Austria (Auer et al., 1998), uniform monthly adjustments were applied
to daily data. It appears to originate from work by Mitchell (1961), who established
that there was no relationship between the difference in mean monthly temperature for
February between two sites at Blue Hill, Massachusetts (one on the summut, one at the
base) and the actual temperature at one of the sites. Since that time, refinements of
methods for removing inhomogeneities (e.g. Karl and Williams, 1987) have
concentrated on the accurate determination of the point in a record at which an
inhomogeneity exists, and the selection of the most appropriate ncighbouring

station(s) for use in adjustment.

A different approach was adopted in a very recent paper by Allen and DeGactano
(2000), who were investigating inhomogeneities in time series of the number of duys
per year above or below given thresholds. They initially used metaduta to identify
potential inhomaogeneities (although they note that the use of metadala is not
fundamental to their technique, and that statistical techniques could be used instead),
compiled a difference series involving the 25" and 75" percentiles ol the numbcr of
days per year above/below their chosen threshold at the candidate station and a
weighted sum of neighbouring stations, and tested for changes in those difference
series. They then ‘adjusted’ the time scries by an iterative process involving the
changing of their thresholds on one side of the identified inhomogencity, until no

significant change in the adjusted differcnce series could be identified.

IL1s, however, well documented that local inltuences on climale, such as the intensity
of urban heat islands (Bernhofer, 1984 Morris and Simmonds, 2000; Morris et al.,
2001) and the inlluence of cold-uir drainage (Kalma et al, 1992} are not constants, but
are dependent on factors such as wind speed and direction and cloud amount. At a sitc
such as Blue Hill in winter, where the dominant influence on temperaturc is non-
periodic air mass advection, these are not major factors and thc assumption that
temperature 1s independent of, say, wind speed is not unrealistic. This results in any
discrepancies in the temperature differences being distributed randomly in the record
and not creating a bias. However, at many sites, and in particular, in much of inland
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Australia, the dominant influence on minimum temperatures is radiational cooling and
thus therc will be a tendency for light winds to be associated with low temperatures
(Kalma ct al, 1992). This is observed at Armidale (Burr, pers. comm.), one of the sites
considered further in this scction, where the difference in minimum temperature
between the town centre site used in this study and a second site approximately 2 km
to the cast (which has been the Burcau of Meteorology’s official site in Armidale
since June 1997 but has been operaling unofficially since 1981), in the outer part of
the town, has a mean value of 1.5 to 2°C, but cuan increase 10 4°C on cold, clear
nights. Thompson (1973b) also found (hat the temperature difference between a
hilltop and valley site in the Armidale area varicd depending on the circulation type
over the region. It is also known (c.g. Gall ¢t al,, 1992) that the difference in
temperature between a poorly-ventilated instrument and a well-ventilaled one will
rcach its maximum under sunny conditions in summer, suggesting thal the
temperawure difference between them would increase wilh increasing lemperaturc,
The assumplion that the temperature difference between any iwo nearby sites is

always constant must therefore be questioned.

This scction  proposes  ajternative methods  {or  constructing  composite  daily
lemperature records where that assumption breaks down, using tour stalion pairs in
south-castern Australia. While this is only a small part of the globe, the results

obtained are potentially of wide general applicability.

3.2.1. Methods and station selection

Fig. 3.1 shows the location of the stutions used in this section, with Table 3.1 giving
details of the sites. Station pairs were selected with the intention of illustrating the
varying influcnees on temperature at contrasting sites. The dominant contrast at these
sites is topography and exposure. While, ideally, a pair would have been investigated
in order Lo show (he effcet of an urban and non-urban site, to achieve this it would be
necessary to choose an urban centie in a flat region (to remove any effects of
lopography) away from the coast (to remove the influence of exposure to the ocean).
There are few centres of this type in Australia with populations in excess of 10,000,
and none of those that exist (e.g. Dubbo, Wagga Wagga) have a pair of stations, one
51



urban and the other non-urban, with a reasonable period of overlap. Stanthorpe and
Tenterfield, a pair of sites with very similar characteristics, may be regarded as a
‘control’ pair which illustrates conditions at stations which do not show significant
contrast. (This is important in the development of methods for the adjustment of data,
as such methods must perform well in the case of all discontinuities of a record, not
just those which involve a major change in topography and/or exposure). The choice
of station pairs within south-eastern Australia was constrained primarily by the
limited number of neighbouring sites available with a reasonable length of
overlapping record. Those pairs chosen had an overlapping record of between 13 and

28 years.

The relationship between the temperature characteristics of the two sites in each pair
was examined, with the aim of determining an appropriate method lor use in
extrapolating records at one site to records at the other. This 15 quite a common
situation if an attempt is being made to ensure records at an old site arc consistent
with those at a new site (or vice versa), because a relationship between temperatures
at two sites during a period of overlap can be used to estimate temperatures at onc sitc
from records taken at the other during periods when records are only available from
one sile. This can also be (and is in Chapter 4) extended to the comparison of records
from two sites with little or no overlap with those at a third site as a mcthod of
constructing a composite record for the pair. Ideally, lo optimise the accuracy of such
a compartson, the period ol common record should be as long as possible, providing
the records of the two sites are cach reasonably homogeneous during that period. In
practice, the period of overlapping record associated with a station move is usually
much less than 13 years, but the conclustons drawn should still be applicable to

shorter records, aibeit with a higher Ievel of uncertainty.

For the duration of common record for each station pair, values were obtained at each

site (subject to the conditions below) for;

(1) all daily maxima or minima for a given month of the year;
(11) monthly mean maxima or minima for a given month for each vyear;
(i11) annual mean maxima or minima for each year.
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Fig. 3.1, Location of stations used for development of methods used for construction of composite
records

Stanthompe
® Tenterheld

® nverell

® Amidale
® Woolbrook

Kiandra/Cabramuma

— Trer



Station name | latitude | Longitude | Altitude Yearsof | Distance | Location and exposure
('S ("7 {m) common | between
record sites
{km)
Inverel] PO 2978 151.11 603.5 28 2 Vacant lot on valley floor in
town centre
[nverell SO 20,78 I151.08 7071 On ]‘idge on western edge of
town
Kiandru RRR. 148.50 1395.4 13 12 Onslope just above valley floor,
on east side of range
Clabrmure 3503 1-18.38 1473.0 Near top of west-facing scarp.
Very exposed to prevailing
weslerly winds
Avnudale R 151.65 v79.9 23 56 Town centre; buildings and car
parks nearby; on gentle slope
Woolbraok 097 151.35 17,4 Valley floor in small viilage
Stnthane K05 15193 792.2 28 44 Both sites on gentle slopes in
Fomterfield 2005 152,02 B62.6 town centres

Table 3.1, Site details for station pairs used in section 3.2.




For simplicity, these are referred to henceforth as daily, monthly, and annual ‘data

objects’ respectively.

Days on which dala were available for one site only were not considered for inclusion
in dala objects (or the calculations of means) at the other. If fewer than 10 days in any
month had data available at both sites, the means for that month, and hence that yeur,

were regarded as missing,

If we consider two data objects for a pair stations of the Torm (x;, x3, ...} and V5, ¥2,.00,

the ordered pairs (x4, ¥1), (x2, y2), ... were plotted, and a lincar regression equation;

yv=da+ hx

was fitted to the data points, using standard least-squares techniques,

3.2.2. Relationships between temperatures at paired sites

In this scction, the null hypothesis that there 18 no relationship between the
temperature difference belween the paired sites and the temperature at one ol those
sites 1s tested. This 1s equivalent to stating that =1 in the regression cquation above.
A relattonship between  the temperatures, rather than between  the temperature
difference between the sites and the temperature at one sites, 1s used Lo avold any bias
that could arise fTrom the choice of one or other of the paired siles as the “base’” against
which the temperature dilference between the sttes is compared. The tests of
signtlicance uscd are also based on the relationship between the emperatures at the

paired sites.

Tables 3.2 and 3.3 indicatc months in which & departs from 1 at given levels of
stgnificance. The relationships shown for daily, monthly, and yearly data objects,
respectively, in these tables are further illustrated by Figs. 3.2 and 3.3. In order o
make departures from the assumption of a constant difference more visually apparent,
one of the axes in each of these graphs is the temperature difference between the two
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sites rather than the temperature at the second site.

Table 3.2 shows a highly significant departure of the coefficient b from | for daily
minima in all months at three of the four station pairs: Inverell, Kiandra-Cabramurra
and Armidale-Woolbrook. There is also a significant departure for daily maxima in
most autumn and winter months at each of these pairs except Kiandra-Cabramurra.
There is much less evidence of a relationship in either case at the ‘control’ pair of

Stanthorpe-Tenterfield,

Table 3.3 indicates that a significant departure also exists for monthly mean minima
in most months at three of the pairs: Inverell, Kiandra-Cabramurra and Armidale-
Woolbrook. These are the three pairs where the sites contrast substantrally in local
topography. Except at Armidale-Woolbrook, significant departures also exist {or

annual mean minima.

3.2.3. Comparison of percentile points in overlapping temperature records

The use of regression relationships indicates the presence of a statistically significant
dependence of temperature difference between sites on the temperature al one site for
some of the station pairs used in this study. 1t does not necessartly follow from this

that the relationship is linear.

Fig. 3.4, showing the frequency distribution of July mintmum temperatures atl the two
Inverell sites, and Fig. 3.5, giving specific potnts in these frequency distributions,
tHustrate possible non-linearities in such relationships. Assuming that there is no
systematic difference in rank order of temperature between the two sites, the expected
difference tn temperature between the sites is approximaltely constant {or the coldest
05 percent of nights; it is only in the upper 35 percent of the frequency distribution

that the difference decrcases.
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Manth

Station pair

Inveretl Kiundra-Cabramurra | Stantharpe-Tenterlield | Armidale-Woulbrook
Max. Min. Max. Min. Max. Min. Max. Min.

January | l 3 i
February 5 l l 5 |
wMarch 5 1 l i
April ] l 5 5 ]
May 1 f l ! ! 1
Tune | i | l

July 5 { | i l
August 3 H ! 5 i l
September ! | l
October ! l 5 1
Nuvember | 1 l
December L | 1

Fable 3.2. Statistical

signilicance of departures from unity in the slope of the

regression line relating data at cach station pair; daily maximum and minimum
temperatures. *1' and ‘5' denote a departure from unily in the stope of the
regression line, b, significant at the 1 per cent or 5 per cent levels respectively. A
blank entry denotes no departure significant at the 5% level.




Month Station pair
Inverell Kiandra-Cabramurra | Stanthorpe-Tenterfield | Armidale-Woolbrook

Max. Min. Max. Min. Max. Min. Max. Min.
January 5 l 5
[February !
Murch | 5 5
April 5 5
May l 1
June | 1 5
July | 1
Aupust I l
September 5
October
November 1
December l |
Auntial | l

Table 3.3. Statistical significance ol departures from unity in the slope of the
regression line relating data at each station pair; monthly and annual mean
maximum and minimum temperatures, The usage of 1" and *5' in the table is as for
Table 3.2.
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Fig. 3.4. Frequency distributions of July daily minimum temperatures at Inverell PO and Inverell SC
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3.2.4. Possible techniques for the interpolation of temperature records

As a result of the relationships found above between temperaturcs at adjoining sites,
three techniques were considered for the interpolation of records. In each casc, the full
period of available common record for a given station pair was used as a buse for
calculating the parameters used in the interpolation, in which a synthelic series of
daily maxima and minima al onc station was created using data from the other in the

pair.,

{a) The ‘tradjlional’ constant-difference approach

The difference in maximum (or minimum) temperature between the sites on each day
was taken as the dilTercnee between the mean monthly maxima (or minima) at the two

sites lor the month concerned during the period of overlap.

(b} The ‘regression’ methed

The coellicients and equation generated in section 3.2.1 were used (o cstmate

temperatures at one sile using those at the other.

(¢) frequeney distribution maltching

The S through 1o 95 percentile points (at 5 percentile intervals) for daily maxima and
minima for cach month al cach site, using data from the period of overlap, were
caleulated. These points were denoled ‘matching points’. To create a synthetic serics,
the position of cach day’s temperature at the first site in the appropriate frequency
distribution was found, and the temperature differcnce between the sites estimated

using the formula:
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T —T =T + Tyes ~ LG - T)
2 I

(Tl.(HS} - Tn)

where T3 denotes the estimated temperature at the second site
T; the actual temperature at the first site
T the nearest matching point below 77 in the frequency
distribution of temperature at the first site (the i-th percentile)

To;  thei-th percentile point in the frequency distribution at the second site

Where T is below the 5 percentile or above the 95 percentile level, the (emperature
difference between the sites was taken as (725 — T, 5) or (T595 — T 45) respectively. An
alternative would be to use the highest or lowest temperature on rccord as matching
ponts, but this would be very sensitive to individual, and possibly erroncous, outlying

observations.

T> was then found using the difference found above and the known value ol 1.

3.2.5. An evaluation of the techniques for composite record development

A number of indicators were chosen to assess the accuracy with which the procedures
considered simulated the actual temperature record. These were chosen 1o rellect
possible features that may be of interest in the investigalion of a temperature record:
the accuracy of the record as a whole, the Irequency of temperalures above or below a
certain level {c.g. the frequency of [rost), and the highest and lowest lemperature in

the record.

Firstly, each of the threc synthelic series was compared with the actual record for that

stte, and a root-mean-square error (B, ) calculated for each month, using:
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(1P )
Z_________

where T represents the actual maximum or minimum temperature (or mean

maximum or minimum in the appropriate tables)
P, the modelled maximum or minimum temperature

n the number of observations considered.

Results of this procedure are given in Tables 3.4a, 3.4b and 3.4c.

Tables 3.5 und 3.6 show the estimated frequency and magnitude of extreme events
using the three procedures. The need for a separale consideration of extreme events is
tHustrated by Fig. 3.5, which shows the non-lincarity of the relutionship between
winter minimum temperatures at the two Inverell sites. This shows that, although
assuming a constant temperature difference will lead to an underestimate of the
temperature difference on the coldest nights, attempting to represent the difference by
a fincar relationship will lead o an overestimate of the difference. In the case of
Inverell, Table 3.5 shows that procedure B underestimates the frequency of minima

helow 0YC at the Soil Conservation Research Station.

Tables 3.4a, 3.4b, 3.4¢, 3.5 and 3.6 indicate that, for two of the site pairs (Stanthorpe-
Tenterfield and  Armidale-Woolbrook) the difference between the outcomes  of
procedures A, B oand O, regardless of the indicator ol accuracy chosen, is minimal.
These two pairs ol sites are those with the weakest relationships between temperatwre
difference and temperature, as indicated by Tables 3.2 and 3.3. Where there is no
evidence ol any relationship, as at Stanthorpe-Tenterfield, the results of the three
procedures converge, as expected, If there is no relationship at all, the slope of the
regression line in procedure B will be 1.0 and procedures A and B will therefore be
cquivalent; similarly, the difference between the various pairs of percentile points in
procedure C will be constant. [t may be noled at this point that, by definition, the
parameters of the regression line in procedure B are chosen in order to minimise the
value of E,.., and hence the value of £, for procedure A is an upper bound for that

found by using procedure B.
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Month Station name
Inverell 5C Cabramurra Tenterfield Woolbrook
Procedure Procedurs Procedure Procedure
A B C A B C A B C A B C

Tanuary 1.76 1.19 1.26 374 3.06 3792 1.60 1.60 1.65 2.6 2.16 222
February 1.66 1.07 1.t0 3.91 3.47 4.4 1.6l 1.39 1.67 1.83 1.83 1.90
March 1.92 1.35 1.37 1.16 341 3.80 168 1.67 1.77 2.20 228 2.41
Aprl 1.56 1.32 1.34 .43 3.06 372 1.91 1.88 1.97 236 253 2.66
May 2.16 1.65 .64 1.19 208 347 1.88 [.80 1.88 257 2.36 2.6
June 2.34 [.71 1.73 373 215 248 1.95 1.92 1.97 228 2.26 2.
July 2237 [.71 1.74 1,32 1.94 243 207 204 206 2.33 250 2
Augusi 215 1.62 1.64 340 2.18 228 2.00 1.96 2.00 2.31 2.31
September 2.24 1.72 1.75 3.01 342 271 2.00 1.97 2.02 2.33 233
Qctober 2.31 1.73 177 352 3.17 3.00 1.83 1.82 1.88 2.27 2.26
November 2.20 1.65 1.71 333 372 376 l.64 1.63 1.67 327 237
December 2.13 1.51 1.61 3.51 3.21 3.57 1.76 1.76 1.84 241 241

Table 3.4a. Values of E s (°C) for stations for each month: daily minimum temperature



At the other two site pairs (the Inverell sites and Kiandra-Cabramurra), procedures B
and C provide substantial improvements over procedure A on all indicators given in
nearly all months when used for minimum temperatures. These are the two pairs with
strong relationships between temperature differences and temperatures for both daily
and monthly mean temperatures, and relatively little scatter of points about a line of
best-fit. They are also the two pairs with the greatest polential inlluence of

topographic contrasts on microclimate.

In these two cases, procedures B and C provide substantial improvements on
procedure A on all indicators, but their performance relative to each other depends on
the performance indicator chosen. This reflects, in part, biases in the performance
indicators. A regression procedure aims specifically to minimise the value of £,,,, the
only constraint being that the relationship must be linear. It is therefore not surprising
that procedure B produces consistently lower values of E,.; than procedure C, but the
differences are small in most cases: only for minima at Kiandra-Cabramurra doces the

ditference exceed 6 percent in any month.

Table 3.5, conversely, indicates that differences in the expected frequency of low
temperaturcs derived from procedures B and C are quite dramatic at Inverell and
Kiandra-Cabramurra. At both locations, proccdurc B underestimates the expectled
frequency of low (emperatures at the second site by a margin comparable to (he
overestimate arising from procedurc A. Procedure C, on the other hand, performs well
- a reflection of its basis in the comparison of [requency distributions ol lemperature
at the paired sites. This, not surprisingly, leads to goed performance on mdicators that

refate o the expected Irequency of temperatures uabove or below a certain level.

In order to quantily the cxient to which the indicated performance of procedure C was
attributable to the use of the frequency distributions for the full period as a basis, the
procedure was repeated for the two Inverell sites, but using only part of the
overlapping data as the set for the derivation of the frequency distributions used in
matching data from the two stations. This was done four times, each using a separate
set of overlap data comprising 150 pairs of observations for each month
(approximately 5 years of data, depending on month lengths and the distribution of
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Month Station name
Inverell SC Cabramurra Tenterfield Woolbrook
Procedure Prowcedure Procedure Procedure
A B ¢ A B & Y B & A B C

January HES) Q.82 .86 1 3% 1.34 1.39 1.38 138 1.62 1.8G 1.81 1.84
February 0.89 0.85 0.87 1.36 1.36 1.39 1.41 11 .44 1.74 1.58 1.63
March ¢.92 0.88 0.90 1.32 1.29 [.32 1.42 142 1.45 1.88 1.67 1.72
April 0.80 0.78 0.79 141 1.39 [42 1.36 1.36 1.40 1.63 1.55 1.61
May 0.85 0.78 (.50 1.17 .12 1.18 1.1 141 1.44 1.5 1.64 1.70
June 0.87 0.50 0.5l .33 1.30 1.33 1.39 1.38 1.40 1.70 1.70 1.73
July 0.74 0.69 0.70 .12 1.08 1.1 1.26 1.25 1.27 1.4G 142 1.53
August G.88 0.84 0.54 1.31 1.25 1.31 1.25 1.23 i.28 143 1.42 1.47
September 0.85 0.82 0.581 1.4l 1.37 1.43 1.21 1.21 1.22 |44 1.42 1.45
October 0.78 0.73 Q.76 1.55 1.51 1.58 1.43 143 L44 1.36 1.49 1.54
November 1.07 1.06 1.07 1.24 1.24 1.25 1.49 1.19 1.52 1.64 1.535 1.35
December .93 0.90 091 133 1.33 1.34 145 1.43 1.50 1.68 1.61 1.62

Table 3.4b. Values of E ,; (°C) for stations for each month: daily maximum temperature



Station name

Minimum temperatures

Maximum temperatures

Daily Monthly Annual Daily Monthly Annual
Inverell SC 0.356 0.337 0.322 0.352 0.337 0.329
Cabramurra 0.33¢ 0316 0.305 0.126 0.115 0.118
Tenterlield 0269 0.261 0.265 0.410 0.403 0.409
Woolbrook 0.344 (0327 (0.350 0,360 0.342 0.352

Table 3.4c¢c. Values of K., (°C) for annual mean temperatures estimated by
performing procedure B (regression) on daily, monthly mean, and annual mean

temperatures

Station name

Actual frequency

Frequency ol event (%) predicted by procedure

of event ()
A B ¢
Inverell SC 2.0 4.3 1.3 2.7
Cabrimurea 7.6 11.5 2.5 8.0
Tenterfield 12.5 13.8 13.0 13.6
Woolhrook 235 232 23.0 238

Table 3.5. Frequency of nights with temperature below (°C (-3°C at Cabramurra)
in the period of overlap for each site pair: actual and estimated by the three
interpolation procedures described in the text

Station Highest on record Lowest on record
RTHIE

Actual Hstimated by procedure Actual Estimated by procedure

A B C A B C

Inverell SC RIN 379 374 8.0 5.1 -5.8 -2.8 -5.3
Cubramurra 39 320 RN 23 -11.2 -15.4 0.8 -11.3
Tenterficld 3ia 37.3 vl 354 -9.9 9.0 -8.9 4.0
Wuolbrook 37.0 371 352 0.8 -12.8 -11.4 -12.5 -129

Table 3.6, Iighest and lowest temperateres (°C) during period of overlap; actual

and estimated by the procedures outlined in the text




missing data through the year), in order to more closely simulate the usual situation,
where the overlap data available is a subset of the period of record at the site whose

records are being used in the interpolation.

Table 3.7 shows the results of applying the performance indicators used in Tables 3.5
and 3.6 to the synthetic data series generated using subscts of the full data set as the
busis set. Calculation of the mean of the four trials, which produces estimated extreme
lemperatures and frequency of minima below 0°C close to the actual values, provides
no evidence of any systematic bias in procedure C. Furthermore, although there is
some variation depending on the basis sample chosen, (or minimum temperature at
Inverell the absolule minimum using the second basis set was the only parameter that

was less accuralely predicted using this method than it was by procedures A or B.

3.2.6. Explanation and iplications of relationships between temperatures at

paired sites

Conventional procedures, as described in the introduction o section 3.2, for
developing composite temperature records implicitly assume that the nature of the
frequency distribution of temperature at the new sile is the same as that at the old.
Some difficulties posed by that assumption are illustrated in Figs. 3.4 and 3.5. At
Inverell, the variability of winter minimum temperature is greater at the Post Office
site, as iHustrated by the standard deviation of July minima, which is 4.4°C there and
only 3.5°C at the Soil Conservation Research Station. Furthermore, the freqguency
distribution ol minimum temperature displays greater posttive skew at the Post Office.
These lactors combine to render the temperature difference between the sites strongly

dependent on temiperature at one site.

This also has implications for the cxpected frequency and magnitude of extreme
cvents. It has been demonstrated (Katz and Brown, 1992) that the frequency of
extreme cvents is influenced by the variability of temperature at a site as well as the
mean temperature, an aspect which is discussed in much more detail in Chapter 6.

Any discontinuity in the variability of temperature in a record will hence cause a

59



discontinuity in the frequency of extreme cvents, even if the mean temperature

remains unchanged.

A similar effect is visible at Kiandra-Cabramurra. The assumption of 4 constant
difference is particularly unjustified at these sites; the estimated absolute minimum at

Cabramurra using such a procedure is 4.2°C too low (Table 3.6).

Differences in the nature of the frequency distribution of temperature between two
neighbouring sites may arise from the presence of an additional influence on
temperature over and above its usual day-to-day variability. Examples of such
influences are the presence or absence of an urban heat island, cold air drainage under
clear, calm conditions, or moderating ocean influences. The first two particularly
affect daily minimum temperatures. The results suggest that stations which contrast
strongly in local topography will also tend to have strongly conirasting freguency

distributions.

The station pair with the weakest relationships between temperature difference and
temperature, and hence the one where the alternative techniques discussed here
produce results comparable to conventional procedures, is Stanthorpe-Tenterficld.
Because it was chosen as a ‘control’ pair with similar site characteristics, the simifar

frequency distribution characteristics are (o be expected.

Similar relationships between temperature diflerence and temperature exist for mean
monthly and annual temperature as for daily temperatures, but are, in gencral,
somewhat weaker (Tables 3.2 and 3.3). This is not an unexpected resuft, because at
the sites with the strongest relationships (Inverell and Kiandra-Cabramurra), an
anomalously cold month could he expected to contain an anomalously large number
of cold nights, which could be expected to have an above-normal temperature
difference between the sites. The difference in mean temperature between the sites
could therefore be expected te be greater than normal. The reversc applies for
anomalously warm months. The relationships are damped by the presence of some
mild days in cold months (or vice versa), acting counter to the overall trend for the
month. This accounts for the generally lower level of significance exhibited by the
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Basis period

Pereentage of days

Highest temperature

Lowest temperature

below O°C on record {°C) an record (°C)
Ist 4.0 378 -4.9
2nd 1.6 38.0 -0.3
3rd 23 38.2 -39
4th 28 377 -5.3
Mean over all basis periods 2.7 379 -5.1
Value predicted by procedure A 43 379 -5.8
Value predicted by procedure B 1.3 374 -2.8
Actual values 2.6 3RS =501

Table 3.7. Indicators of accuracy of simulation of temperature record at Inverell
S0il Conservation Research Station using Irequency  distribution mapping

(procedure C) with parts of the record as a bagis, as discussed in text




relationships between monthly and annual mean temperatures at the paired sites and

the mean temperature differences at those timescales.

Table 3.4¢ indicates that, despite this lower level of significance, performing the
regression procedure on monthly or annual mean temperatures generally produces
slightly more accurate estimates of annual mean temperature than performing the
same procedure on daily temperatures. The differences are relatively small and may
be inllucnced by the previously discussed biases involved in using the value of B, as

an indicator of the accuracy ol a regression modcl.

3.2.7. Summary

[n this scction, 1t is demonstrated that, at some sites, particularly those where
topography has a substantial impact upon the temperaturc regime, a temperature-
dependent (echnique for extrapolating temperature extremes at one site to a second
site is ol value. There are certain localities where the temperature difference between
two paired sites cannot be assumed o be constant in all conditions. Assumption of a
constant difference may lead to a bias in the predicted variability ol temperature at the
sites, and a consequent bias in the predicted frequency of extreme events, given the
previously discussed influence of varfability on the frequency of extreme temperature
events. T'his may have tmportant conscquences in the determination of long-term
uends of extreme event [requency to be used in such applications as the investigation

ol global or regional climate change.

At some pairs of sites, where there is little evidence of any relationship belween the
lemperature difference between the sites and the temperature at cither site (e.g.
Stanthorpe and Tenterfield), such lechniques do not ofter substantial improvements
over the conventional constant-difference method. There is, however, no cvidence that
they perform any worse, and these cases therefore do not provide any justification for

avoiding the usc of these new approaches.

The two alternative techniques examined in this study both have certain advantages,
which vary according to context. If the accurate simulation of the temperature regime
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as a whole is the only consideration, the regression technique may be the most
appropriatc, but the frequency-distribution method performs substantially better m
any consideration of extreme cvents, while performing only marginally worse than the

regression technique in term of errors over the record as a whole.

3.3, Time of observation bias in Australian temperature records

The time at which daily maximum and minimum temperature observations arc taken
has long been known as a potential influence on mean maximum and minimum
temperatures. As long ago as the late nineteenth century, Ellis (1890) had investigated
the difference in mean maximum and minimum temperatures arising from a change

from an observation day ending at 0900 LST to one ending at 0000 LST.

The influence of observation time arises {rom the situation whereby the time of
observation is close enough to the time at which the maximum (or minimum} of the
diurnal cycle of temperature occurs that high maxima (or low minima) arc double-

counted against two sepdrate observation days.

The problem of time of observation bias has received the greatest altention in the
United States. In that country, the only stations which have a nationally uniform
observation uime are f{irst-order stations (such as major city airports), which use an
ohservation day ending at 0000 LST. Other stations use an observation day ending at
a time of the observer’s choice, with the most common times being around 0700 LST
and [700 LST. This leads to spatial discontinuitics in reported temperatures, a
problem first pointed out by Donnel (1912), and cun also lead to artificial
discontinuities 1n the climate record at a site it the observation time changes, as is
quite common with a change of observer. Karl et al. (1986) point out that stations in
the United States which have maintained an unchanged observation time throughout
their history are rare, and furthermore, that there has been a systematic shift in
observation times over the pcriod of the climate record: in 1931, 14% of American
stations used an observation day ending in the morning and 79% one ending in the

afternoon, but by 1984 these proportions were 42% and 47% respectively.
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There have been numerous atiempts to quantify the bias in mean maximum and
minimum temperatures arising from changes in observation times. Ellis (1890) found
that, over a four-year period at Greenwich, England, annual mean minimum
temperatures were 0.20°C higher using an observation day ending at 0900 LST than
one ending at 0000 LST, with the difference reaching 0.6°C in September, and annual
mean maximum temperatures were 0.08°C higher for the 0900 observation day. There
have been numerous American studies, including those of Donnel (1912), Nichols
(1934), Rumbaugh (1934), Mitchell (1958), Baker (1975), Schaal and Dale (1977),
Blackbum (1983) and Karl et al. (1986). These found biases of varying magnitudes
over the United States, with Karl et al. (1986) finding a difference between monthly
mean temperatures for days ending at 1700 and 0700 LST which reached 2°C locally
in winter and spring in Texas and Oklahoma. Mitchell (1958) also pointed out that the
time of observation bias was very sensitive to small changes in obscrvation time near
sunrise, with the bias changing by up to 0.4°C for every hour of change in observation
time. There has also been work carried out outside the United States, wilh Nordli
{1998} finding a bias of up to 1.5°C in mean minimum temperature at some stations
arising Irom changes in observation times for minimum temperature in Norway in

[894 and [938.

Muost of the American studies have estimated the time of observation bias using
‘maxtmum’ and ‘minimum’ temperatures derived from the highest and lowest of 24
hourly obscervations. While such a process underestimates the true daily maximum
and overestimales the true minimum, with Karl et al.(1986) linding dilferences of
0.39°C and 0.47°C respectively (or Bismarck, North Dakoty, they also found that the
impact ol using 24 hourty measurements, as opposcd to true daily maxima and
minima, on the estimated time of observation bius was negligible (0.03°C). A
dilferent approach was adopted by Schaal and Dale (1977), who used reports of six-
hourly minimum and maximurm temperatures from Indianapolis to generale series ol
daily maximum and minimum temperatures for days ending at differing observation
times, while Nichols (1934) estimated maxima and minima for different periods using

thermograph records.
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3.3.1. The Australian situation

At present, the standard observation day for dailly maximum and minimum
temperatures in Australia is the 24 hours ending at 0900 LST. This has been in effect

since 1964, with two minor exceptions:

1. Some automatic stations report two sets of maximum and minimum temperatures:
one for the standard observation day ending at 0900 LST, plus a maximum for the 24
hours ending at 1200 UTC and a minimum for the 24 hours ending at 0000 UTC. As
the 0900 observations are the first to be received, they are overwritten in the Bureau

of Meteorology’s database by the 0000/1200 UTC observations (Waong, pers. comm..}

2. Tasmania adopted daylight saving time in the summer in 1967-68, but still used
standard time (DST - 1 hour) for observations until 1971-72. In 1972-73 this was
changed to 0900 daylight savings time, in line with othcr parts of Austrulia which

introduced daylight saving time in that year (Bureau of Meteorology, 1988).

In effect, the introduction of daylight saving time in 1972-73 in Victoria, New South
Wales, South Australia and the ACT was u shift of the observation day by on¢ hour
{to 0800 LST). Queensland and Western Australia have adopted daylight saving time

bricfly in the past but neither do so at present.

It has been proposed (o change the observation day o one ending at cither 2100 UTC
or 0000 UTC in order to [all into line with WMO standard hours (Burcau ol
Meteorology internal circular 45/1077), but this proposal has been postponcd
indefinitely.

Prior to 1964, a variety of obscrvation times were used, depending on the status of the
station. It is simplest to consider ‘first-order’ stations (in general, those staffed by
Bureau of Meteorology personnel) and second- and third-order stations (otherwise

known as co-operative stations) separately.
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(a) First-order stations

‘First-order’ stations recorded maximum and minimum temperatures on a ‘corrected
midnight-midnight’ basis between 1931 and 1963 (Linforth, 1995). In practice, the
maximum thermomecter was reset at 0900 LST, and the minimum thermometer at

1500 LST.

Three-hourly temperature data for a number of stations suggest that, in most cases, the
minimum thermometer was read at 0900 or 1500 before resetting. It was then read
again at 0000. The lower of these two readings would be taken as (he minimum
temperature for the day. This will, in effect, be the minimum lemperature for the 33

hours ending at 0000,

Al some stations, the second reading of the minimum thermometer at 0000 did not
tuke place; instead, if any three-hourly observation between 1500 and 0000 was lower
than the minimum for the period ending at 0900 or 1500, that observation would be
taken as the minimum for the day. (This substitution may have been done at the data
processing stage). This method will produce the same result as re-reading the
minimum thermometer at 0000 il the temperature falls smoothly through the evening
(in which case the minimum temperature for the nine hours between 1500 and 0000

would be the temperature at 00003, but not 1f there are fluctuations.,

For maximum temperature, adjusting o an 0000-0000 observation day was a
problem, as the maximum (hermomeler was resct at 0900 LST and there was no way
of determining the maximum lor the period between 0000 and 0900, unless the
highest lemperature during that period exceeded the highest recorded on the previous
day - there is no analogue for maxima to the rcading of a minimum thermometer at
0000 without resetting. As a result, the 0000-0000 maximum temperature was usually
calculated by taking the highest of the maximum temperature for the 15 hours
between 0900 and 0000 (measured by reading the maximum thermometer without
resetting) and the observations at 0000, 0300 and 0600, In a situation analogous to
that for minima, this procedure will give the ‘true’ 0000-0000 maximum if either the
maximum temperature occurs after 0900 (the usual situation} or if the temperature
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falls smoothly from its level at 0000, leaving the 0000 temperature as the highest of
the 24 hours. It will fail to do so if the temperature fluctuates between 0000 and 0960,
or if the 24-hour maximum occurs after sunrise but before 0900 (something that could
arise, for example, from the passage of a cold front just before 0900, particularly on

the coast in summer).

Although most stations operating this procedure were staffed by Burcau of
Meteorology personnel, it was still not unknown for errors to occur in the adjustment
procedure. An example of this is the minimum of 26.0°C (the equal highest on record
there) at Canberra on 6 November 1946. This appears to be a valid overnight
minimum from three-hourly temperatures, but the temperature had fallen to 19.3°C by
2100 that evening, so the 0000-0000 minimum should have been no greater than that.
(It had also been 19.2°C at 0900 the previous morning, so the observation is not a

valid 0900-0900 minimum either).

Some stations only adopted the 0000-0000 observation day for minimum
temperatures, and continued to use an 0900-0900 day for maxima. A comparison ol
three-hourly temperatures with recorded maximum and minimum (emperaures
suggests that this was the case for stations in South Australia and the Northem

Territory.

(h) Second- and third-order stations

These stations  [ollowed a variety of different procedurcs hefore the 1964

standardisation of the obscrvation day as the 24 hours ending at 0900,

Burcau of Meteorology (1925} states that maximum and minimum thermometers
should be reset at 2100 if observations were made at that time, or at 0900 otherwise. [t
was noted of the 2100 observations that “unless this is done rcgularly it is preferable
to adhere to the morning setting”. Few second- and third-order stations, with the
occasional exception of coastal lighthouses, did take observations at 2{00, so in
practice most stations following this instruction would use a 0900 reset time, in line

with current practice.
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A later set of observation instructions (Bureau of Meteorology, 1954) states that the
maximum thermometer should be read and reset at 0900, with the proviso that if the
maximum was “close” to the temperature at the time of reading, it should be ignored
and replaced by the maximum for the 6 hours ending 1500 on the previous day. The
minimum thermometer was to be read at 0900, Tt was o be reset al 1500 on (he
previous day if observations were made then, or 0900 otherwise. This would give i
minimum for either the 18 or 24 hours ending at 0900, depending on how many

observations per day the station took.

No record was availuble of when the observation instructions changed, but it secems
reasonuble to surmise that the change might have coincided with the change to an

obscrvation day ending at 0000 at the first-order sites in 1931,

A consequence of these instructions is that the time period over which maximum and
minimum temperatures were taken at second- and third-order sites depended on the
number ol obscrvations per day that that station took. Unfortunately, given the very
limited amount of digital data available prior to 1957 on the daily or threc-hourly
timescale, 1t 13 generally not possible to delermine which observation day was used at
a particutar station without examiming original manuscript records (and sometime not
cven with them). This makes an estimation of the impacts ol observation time changes

on arcally-averaged mean temperatures extremely dilficuit.

3.3.2. Methods of estimafing the time of observation bias at Australian stations

As mentioned earlier, the American sludies of time of observation bias used cither
hourly temperatures or, in the case of Schaal and Dale (1977), maximum and
minimum temperatures [or 6-hour periods. Neither of these types of data are readily
available for Australian stations. In general, Australian synoptic stations report three-
hourly at best, which is inadequate for the estimation of the daily maximum and
minimum temperature on a day from the fixed-hour observations. In contrast,
American first-order stations report hourly. Automalic stations repori more frequently
than this, but these are only archived in the form of METAR reports, which are stored
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in a cumbersome format (Lellyett, pers. comm.) and only extend back for a few years
at best. Some statjons, especially in the state capital cities, have taken hourly
observations at times, but these are not available in digital form. It is expected that
higher-resolution data from automatic stations will be routinely archived in the near

future (Plummer, pers.comm.) which will assist greatly in future studies.

Furthermore, unlike the situation in the United States, where a maximum and
minimum temperature is taken at some stations for each of the four 6-hour periods in
a given day, the only part-day maximum or minimum temperaturc observation
routinely made in Australia is the maximum for the six hours between 0900 and 1500

ST, and these are not archived digitally.

This forced a number of alternative methods to be used for the evaluation of the time

of observation bias.

(a) Parallel data from different observation days

Ideally, the best way to compare the maximum and minimum temperatures recorded
using different observation days would be to compare parallel data from the same
station at the same time, but using diiferent observation times. There arc two sites in

Australia where this is feasible: Adelaide and Meibourne.

At the (now-closed) West Terrace site in Adelaide, parallel obscrvations, using
observation days ol 24 hours ending at 0000 and 0900, were made {or the nine yeurs
1967-1975. At Melbourne, there is no direct overlup of the two obscrvation days, but
observations of minimum temperatures for the 18-hour period from 1500 to 0900
have been carried out since al least 1958, and these may be compared with 24-hour
minima for cbservation days ending at 0900 from 1964 onwards, and at 0000 piior to
that date. As these data were not digitised, only the 1958-63 (for the 0000 observation
day) and 1989-96 (for the 0900 observation day) periods were used in the comparison.
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(b) Use _of hourly data to estimate impact of methods of calculating ‘“‘corrected

midnight-midnight” maximum and minimum

Al Adelaide (Kent Town), hourly temperature data were available for the period
between (990 and 1996, along with the time of occurrence, to the nearest five
minutes, of the maximum temperature for the 24 hours ending at 0000 and the
minimum f{or the 15 hours between 1800 and 0900. These were used to estimate the
impact of the differcnce between the true maxima and minima for the 24 hours ending
at 0000, as meusured between 1967 and 1975, and the approximations Lo them,

described in 3.4.1 (a), thal were in common use pricr to 1964,

This was done as fellows:

Maximum lemperaturc

On days when the maximum temperature for the 24 hours ending at 0000 was
recorded belore 0900, the difference belween that maximum and the highest of the

four ohservaltions at 0000, 0300, 0600 and 0900 was determined.

Minimum lemperature

For cach day, the lowest of the 25 hourly observations between 0000 on one day and
G000 on the next, inclusive, wis found. The differences between this lowest hourly
temperature and the minimum for the 15 hours between 1800 and 0900 were
calculated for cach day. Days on which the 1800-0900 minimum occurred belore
0000 (i.c. the 1800-0900 minimum would be lower than the 0000-0000 minimum)

were then compared with days when it occurred after 0000.
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By setting

m;= mean difference between 1800-0900 minimum and lowest hourly temperature
on days when 1800-0900 minimum recorded after 0000
m;= mean difference between 1800-0900 minimum and lowest hourly temperature

on days when 1800-0900 minimum recorded before 0000

(mo - m;) will then be an estimate of the bias arsing from taking a minimum
temperature for the 30 hours ending at 0000, compared with the 24 hours ending at
0000, This will not be the same as the bias arising from using the 33 hours ¢nding at
0000 (which was the usual pre-1964 practice), but the 30- and 33-hour minima will
only differ on days when the daily minimum temperature is recorded between 1500

and 1800, an extremely rare event in temperate latitudes.

The hourly data at Adelaide were also used to estimate the impact of daylight saving,
by identifying days when the lowest of the 25 hourly observations between 0900 on
one day and 0900 on the next was at 0900 on the first day, and days where the highest

of the 25 hourly observations between 1000 and 1000 was at 1000 on the sccond day.

(¢) Use of three-hourly data to identify days on which maxima or_minima difler

between observation days ending at 0000 and 0900

A number of stations have recasonubly complete three-hourly data availuble in digital
form. While three-hourly data are not sufficient to quantify maximum and minimum
temperatures, it does allow an attempt to be made to identily days when the maximum
(or minimum} temperature for an observation day ending at 0900 differs Irom that for

an obscrvation day ending at 0000.

The following criteria were used to identify such days. Note that these will not
identify all days when the two observations will differ, nor will all days identified
actually have differing observations. However, the nature of the criteria is such that
exceptions should be relatively minor (that is, all days where the difference is large
should be detected) and thus have little impact on mean biases. To examine the
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efficiency of the scheme, it was also applied to the period with parallel observations at
0000 and 0900 in Adelaide, to compare the number of differences it identified with

the number that actually occurred.

Maximum for day ending at 0900 > maximum for day ending at 0000

Temperature at reset time (0900 following day) within 0.5°C of the maximum for the

day ending at 0900.

Maximum for dav ending at 0900 < maximum for dav eading at 0000

At least one out of the 0000, 0300 and 0600 temperaturc observations greater than the

highest of the obscrvations made at 1200 or later that day.

Minimum for day ending at 0900 > minimum for dav ending at 0000

At Jeast one ol the three-hourly observations at 1200 or later lower than the lowest of

the observations made at 0000, 0300, 0600 or 0900 that day.

Minimum [or day ending at 0990 < minimum for day ending at 0000

Temperature at resel time the previous day (0900) within 0.5°C ol the 24-hour

minimuwm emperature.

While the number ol days on which the maximum and minimum emperatures {or
days ending at 0900 dilfer from those for a day ending at 0000 will not nccessarily
indicate the magnitude of the difference in temperature on those days, this procedure
still gives a guide to the relative probability of the maxima and minima for days

ending at 0900 being higher or lower than those recorded at 0000.
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(d) Relationship of three-hourly observations to mean minimum temperatures

Another method of investigating, indirectly, the areal extent of the time-of-
observation bias is to examine three-hourly temperature data and the mean
interdiurnal temperature change to estimate the likelihood of days on which minimum
temperatures will differ between observation days ending at 0000 and 0900. 1t we let
Tomx be the minimum temperature for an observation day of & hours ending at time a
on day x, and ¢, the temperature at time « on day x, then a necessary condition , on a
day when the diurnal rise and fall of temperature is menotonic between the highest

and lowest points of the diurnal cycle, for:

Toooon4, « < Too00/24, x

1s:

(Toooue, « - Toooor2s, (xe1y) > Uoona, « - Tovoord, (xs1))

Conversely, for:

T{J()r’)f}f?fi x> Tﬂ?ﬁl’)ﬁ{ x

we require:

(Toomr, (va 1y - Tovonna ) > (ovon, s - Tosonra, x)

It follows from this that the prabability ol both events occurring will be enhanced by
an merease in the mean interdiumal change in minimum temperature. Furthermore,
the probability of the minimum being greater for an observation day ending at 0900
than at 0000 will be enhanced by a decrease in the difference between the mean 0000
temperature and the mean minimum, while the probability of the minimum being
greater for an observation day ending at 0000 will be enhanced by a decrease in the
difference between the mean 0900 temperature and the mean minimum, It thus
follows that an increase in the mean interdiurnal change in minimum temperature will

72



tend to lead to an increased time-of-observation bias, while a mean 0900 temperature
substantially greater than the mean 0000 temperature will promote the likelihood of a
negative bias for an observation day ending at 0000; conversely, a positive bias is

more likely if the mean 0000 temperature is greater than the mean 0900 temperature.

Therefore, the mean temperatures at 0000 and 0900, the mean minimum temperature
{for an observation day cnding at 0900) and the mean interdiurnal change in minimum
temperature were calculaled, to provide an indirect method of estimating the time-of-

observation bias over a wide arca.

3.3.3. Estimaies of time of observation bias for Australian stations

The mean maximum and minimum temperatures at Adelaide between 1967 and 1975,

using observation days ending at 0900 and 0000, arc shown in Table 3.8.

[t may be seen that the mean minimum temperature for an obscrvation day ending at
0000 is lower than that for a day ending at 0900 in all months of the year, with an
annual mean difference of 0.29°C. The difference is greatest in the summer hatf-year,
rcaching 0.42°C in February., The results also show that the impact of using a
minimum temperature for the 30 hours ending at 0000, rather than the 24 howrs

ending at G000, is minimal.

The impact on mean maximum temperature at Adelaide is much smaller, with an
observation day ending at 0000 having the higher maximum temperatures by 0.05°C,
Onty in summer does the dilference exceed 0.1°C. In addition, the impact of using
the three-hourly observations at 0000, 0300, 0600 and 0900 to approximale the
maximum temperature for the 9 hours between 0000 and 0900 was found to be
minimal, At Adelaide, there was a mean of 5.6 days per yeur in the 1990-96 period on
which the maximum temperature for the 24 hours ending at 0000 occurred before
0900. On 2.3 of these days the maximum was recorded at 0000, and on the other 3.3
days the mean difference between the maximum temperature and the highest three-
hourly observation was 1.1°C, leading to an overall bias in the annual mean maximum

temperature of -0.01°C.
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The hourly data for Adelaide revealed, in addition, that the impact of the introduction
of daylight saving in summer was minimal, with a decrease of 0.03°C in the mean
annual minimum temperature and no change for maxima. The findings of Mitchell
(1958) that the magnitude of the time of observation bias was most sensitive to small
changes in observation times near sunrise are of relevance here, as the time change
takes place in summer and, even with daylight saving, the observation time is always

at least 90 minutes after sunrise.

Table 3.9 shows the differences at Melboume between minimum temperatures for the
18 hours between 1500 and 0900 and the minima for the 24 hours ending at 0000 or
0900. Comparisons of the two 24-hour minima with the 1500-0900 minimum mply
that, as at Adelaide, the minimum temperatures for the 24-hour period ending at 0000
are lower than those for the 24 hours ending at 0900, with a mean annual bias of
0.31°C. Like Adelaide, the smallest bras is in winter; unlike Adelaide, the largesl
biases are in spring, autumn and early winter rather than summer, pcaking at 0.47°C

in June and November.

The Adelaide data were also used to estimate the impact of a time of observation
change on the frequency distribution of minimum temperature, using the technigues
developed in section 3.2, The diiference between (emperatures recorded on the two
observation days occurs chiefly in the upper part of the frequency distribution, with
the 80 percentile February minimum temperature being 1.1°C higher for uan

obscrvation day ending at 0900 than one ending at 0000.

Table 3.10 shows the number of days per year indicated, under the procedures
described in scction 3.3.2, as having the potential for thc maxima (or minima) 1o be
different for observation days ending at 0000 and 0900. This reinforces the result
from Adelaide and Melbourne that it 1s far more common for the daily minima to
differ between un 0000 and (0900 observation day than for the maxima to do so,
suggesting that the result from those two stations that time of observation bias chiefly
affects minimum temperature may hold more generally in Australia. Furthermore, at

ten of the eleven stations, the results suggest that it is more common for a daily
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Muonth

Temperature difference (Tygapm - Tosnorns) (°C)

Dilfercnce in
mintma {Tounom -

Overali difference
in minima {Tougomn

Maximum Minimum Tuworza) (°C) - Tusouna) (°C)
January 0.15 -0.30 -(0.02 -0.32
February 0.10 -0.42 -0.01 -0.43
Murch 0.06 -0.37 -0.02 -0.39
April (.03 -0.24 -0.06 -0.30
bMay 0.03 -0.17 -0.09 -0.26
Jung -(0.03 -0.09 -0.08 -0.17
July .00 0,10 (.09 0.19
August 0.02 -0.13 -0.10 -0.23
Scplember 0.10 -0.30 -0.07 -0.37
October 0.01 -0.36 -0.05 -0.41
November 0.02 -0.39 -0.00 0.5
Lecember 0.12 (.39 0403 -0.42
Annual mean (.05 -0.29 -0.06 -0.35

Table 3.8. Difference in temperature between differing observation days at Adelaide

(West Terrace), 1967-1975

Maonith

Mecun difference (°C} for minimum temperature
{24-hour minimun - Tyagyap) for day ending

Implied
difference (°C)

(T gooneze - Toogora)

0000 0o00
January -0.51 -0.28 -0.23
February -().55 -0.30 -0.25
Murch ()42 -(0.19 -(0.23
April 062 -(3.24 .34
May ()74 -0.41 -(0.33
June RIRYY (3,43 -(047
July -().49 -0.41 -0.08
August -(00.43 -0.30 -0.15
September 048 -0.16 -(L32
QOctuber {152 000 -().41
November -0.04 -0.17 -00.47
Lecember -(). 48 -(L15 -(0.35
Annual mean -(3.57 -0.26 -0.31

Table 3.9. Diflerences between overnight and 24-hour minimum {emperatures at
Meclbourne, for 24-hour days ending at 0000 (1958-1963) and 0900 (1989-1996)




Station and period of Mean annual number of days lagged as type:
record

Maximum Minimum

rFf!'NH}l‘Z*i > T(I[N][]Q‘i TU‘)[]U-’E-]- < TU‘JI!UJ’N > .1-‘{!!](][]."24 T!]‘J(]fl.’z-l < T('J[]l]l]l’l-i

T(K}[]ﬂflnl

Adelaide {West Terrace) 224 22.1 79.5 37.1
(1967-7%)
Canherra {195 1-94) 5.7 6.3 a0.0 29.0
Charleville (1953-95) 1.9 4.1 350 0.]
Darwin Aarport (1900-95) 1 3.8 2.7 4.8 142
Lgperance MO (1969-95) 28.8 1.0 110.5 16.5
Halls Creek {1945-95) 1.7 0.9 24.9 1.0
Hohart { 1972-95) 12.6 14.1 76.0 37.0
Melbourne {1955-95) 7.0 16,3 83.6 754
Perth Airport {1949-95) 2.2 0.6 86.0 14.8
Port Hedland (1948-053 0.5 1.6 42.0 1.8
Woomera (1953-95) I.! 3.7 16.0 19.8

Table 3.10. Mean annual number of days (lagged as having potential differences
between Tygporze and Tgogos » using procedure described in seetion 3.4.2¢.

Meun annual number of days

[Estimated by Aclual
Magging procedure

Maximum, 'I't]‘](.”f_‘_.' > T[J“g)[m,q 22.4 l4.1
MHX“TILII'I], Tnl;u;];“ < FI‘{][JU[”}] 2201 18.9
Minimum, Tyagoe > Voosorad 79.5 52.1
Minimum, Thugues < Toognd EFN! 12.6

Table 3.11. Comparison of number of days identified by flagging procedure in
section 3.4.2¢ and days with actual differences between Topgone and Tyopezy at
Adelaide (Wesl Terrace}, 1967-75.



minimum to be lower for a day ending at 0000 than that ending at 0900 than the
reverse, which in turn suggests that an observation day ending at 0000 will result in
lower mean minima than one ending at 0900 at these stations, although this
conclusion must be drawn with caution because the flagging procedure gives no
indication of the magnilude of the likely differences on a given day, only their
existence. Again, this is a resull which is consistent with the results obtained al

Melbourne and Adeclaide.

Table 3.11 shows the efficiency of the flagging procedure in detecting days when
maximum or minimum temperatures for a day ending at 0000 differ from those for a
day ending at 0900. These rcsults suggest that the flagging procedure over-cstimates
the frequency of differences, with the over-estimate being greatest for the frequency
of lower minima and higher maxima for observation days ending at 0900. This
reinforces the suggestion from Table 3.10 that using an observation day ending at
0000 will lead to a negative bias in the mean minimum temperature, relative 1o an

0900 observation day.

Table 3.12 gives the mean differences between 0000, 0900 and minimum
temperatures for a number of statious, as well as the mean interdiurnal change in
minimum lemperature, for January and July. The mean 0900 tcmperature is higher
than the mean 0000 temperature at most of the sites in both months, with the
exceptions being Woomera in both months, and Hobart and Melbourne in winter. The
difference is particularly marked at two of the three tropical sites, Port Hedland and
Halls Creek, as well as :t Esperance. In the latter case, this may be & consequence of
Esperance’s easterly location within its time zonc and its consequent carly sunrise,
especially in summer. Conversely, at Melbourne and Hobart in winter, and at Darwin
{which displays a smuall diffcrence all year), sunmise is relatively iute. The mean
interdivmal change in minimum temperature 18 least in the tropics in all seasons, and

greatest about the southern coasts in summer, and the eastern inland in winter.
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3.3.4. Implications of the results

The examination of data from Melboume and Adelaide suggests that the 1964 change
in observation practice at those stations, from an observation day ending at 0000 to
one ending at 0900, resulted in an artificial increase tn mean annual minimum
temperatures of 0.3° to 0.4°C, but no significant increase in mean annual maximum
temperatures. The frequency of high minimum temperatures shows a particularly
strong change. This, in turn, implies an artificial increase in the variability of
minimum temperature. Variability of temperature is an important factor in the
likelihood of extreme events, as is discussed in more detail in later chapters and in
Katz and Brown {1992), and the likelihood of extreme high minimum temperatures is
an important factor in human health and mortality {Karl and Knight, 1997),
particularly at a site such as Adelaide, which occasionally experiences daily minimum

temperatures in excess of 30°C,

The question anises as to how representative the Melbourne and Adelaide results are
of Australia as a whole. The results from Table 3.10 suggest that days on which daily
minimum temperatures are affected by a change in observation time are most frequent
near the southern coast, and least frequent in the tropics. However, these results also
suggest Lhat, at thc southern coastal sites, the large number of days when the
minimum temperature for a day ending at 0000 is lower than that for a duy ending at
0900 is partially offset by the furger number of days when it is higher. It is entirely
possible (hat the magnitude of the temperature bias at Port Hedland, where total
munber ol days ulfected by u change in observation time is smaller but days when the
minimum temperature for a day ending at 0000 is higher than that at 0900 are very
rare, may be similar to that at the southern stations, but no data cxist to test this
proposition objectively. Nevertheless, the 0000 and 0900 temperatures and the
mterdiurnal temperature changes ocutlined in Table 3.12 suggest that it is most
probable that the time of obscrvation bias is greatest in southern Australia, and
consequently that the Adelaide and Melbourme results are at the high end of the range

which 15 likely to exist over Australia as a whole.
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Station name January July
Mean Mean Mean interdiurnal Time of Mean Mean Mean interdiomal Time of
difference (°C) | difference (°C) { change in mimimum | sunrise (LST) | difference (°C) | difference (°C} | change in minimum { sunrise (L5T)
{tgaoo - Tosoona) | (toons - Towans) | temperature (°C) (tusas - Toooors} | (losno - Toospna) | temperature (°C)
Adelaide (Kent | 4.5 3.2 2.8 0618+ 2.8 202 20 0721
Town)
(Canberra 4.8 3.8 2.3 0604* 3.8 3.3 2.7 0710
Charleville 59 3.9 20 0536+ 6.2 4.3 2.6 0702
Darwin AP 3.1 22 5 0632 3.4 28 1.1 0709
Esperance MO | 5.9 1.8 24 0137+ 32 2.1 20 0653
Halls Creek 6.1 10 1.7 0306+ 7.9 4.1 1.7 0601
Hobart 16 2.1 2.1 0351* 2.0 24 1.9 0737
Melbourne 3.2 3z 24 06i5* 1.8 23 2.0 0733
Perth AT 6.8 38 24 0326+ 34 2.6 2.1 0715
Port Hedland 64 22 1.3 0538+ 8.2 3.0 1.9 0641
Woomera 4.1 5.0 2.0 0634* 3.4 3.0 1.8 0718

* Daylight saving in use throughout period: time shown is daylight saving time.
+ Daylight saving in use for a short part of the period: time shown is standard time.

Table 3.12. Difference between mean temperatures at 0000 and 0900 and mean 24-hour minimum temperature (Togpo21), Mmean
interdiurnal change in minimum temperature, and local time of sunrise for the 15th of each month, for period 1972-1996 (1977-1996 at

Adelaide)




When historical data are being examined, the extent of the influence of the time of
observation bias will also be affected by the number of stations that were actually
using an observation day ending at 0000 prior to 1964. As noted in section 3.3.1., the
observation day ending at 0000 was only used at first-order stations, and not all of
them followed the procedure rigorously. Many of the co-operative stations, which
form the bulk of the Australian temperature slation network, used, in effect, a
minimum temperature for the 18 hours ending at 0900. The resuils from Melbourne in
Table 3.9 suggest that the positive bias from using an 18-hour minimum ending at
0900, at that site at least, is ol comparable magnitude to the negative bias (rom using a
24-hour minimum ending at 0000. It follows {from this that the impact on long-term
temperature trends at a particular stations could be signilicant, but, when averaged
spatially, the opposite biases will tend to cancel each other out to some exient. A
regional bias could still arise, as first-order stations tended to be more concentrated in
coastal ureas than co-operalive stations were, especially before the opening ol a Jurge

number of airport meteorclogical offices during the Second World War.

The implications of the proposal 1o change the chservation time in eastern Australia to
2100 UTC (0700 LST in winter, 0800 in summer in those states which observe
daylight saving) we also worthy of examination. Mitchell (1938) has alrcady noted
that the mean temperature is particularly sensitive (o observation ime changes around
sunrisc, and 2100 UTC is within 30 minutcs of sunrise in winter in much of castern
Australia. In the worst-case scenario, where one assumes that the time ol observation
coincides with the time of minimum temperature, on any day when the overnight
minimum temperature on one day is higher than it has been the previous day, the 24-
hour minimum on that day will be biased downwards by the dilference between the
overnight minimum temperatures on the two days, as the cooler first day is effectively

counted twice.

As such a situation would be expected to arise on 50% of days, the expected
difference between the overnight minimum and 24-hour minimum would be half the
mean interdiurnal temperature change as shown in Table 3.12. Combining this with
the difference between the mean overnight and 24-hour minima (Table 3.9), the
interdiurnal temperature change in some areas approaches 3°C, suggesting that the
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potential exists for a bias in the vicinty of -1°C in minimum temperatures in some

areas if a change to an observation day ending at 2100 UTC takes place.

3.4. Biases arising from the use of accumulated data

Ideally, all data sets used in a study would be complete. In practice, there 1s no long-
term station in Australia that has no missing days in its record, and henee it is
necessary to consider the implications of missing data for the overall temperature

record.

Missing data can take one of two forms:

1. An observation is missed.
2. An observation is taken but is found to be faulty, or is not communicated (in the

case of an automatic station where there is no manual record to act as a back-up).

Missing data of the sccond type should not affect the overall temperature record, as
long as there is no systematic bias in the type of days on which cbscrvations are
missed. This may not be the case if observalions are more likely (o be missed under
extreme conditions, although il seems reasonable to surmise that communications
failures or the like are more likely to happen in extreme rainfall or wind than they are
in cxtreme temperaturcs. (Robinson (1990) noted a potential for data loss during
extreme conditions at automatic stations, due to power outages). A tendency towards
missing data occurring under particular temperature conditions could also result from
missing weekend data, as a number of authors, such as Simmonds and Kaval {1986)
and Simmonds and Keay (1997), have found a relationship between temperature and
day of the week. In such cases the deletion of a particular day of the week on a

consistent basis could lead to a bias in mean temperatures.

The first type of missing data, which is by far the more common, is of more concern.
If the observation is missed then the thermometers are not reset, and hence the
maximum and minimum temperatures which are recorded when the thermometers are
eventually read are the minimum and maximum temperatures for the previous 48
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hours (or 72 or more if two or more days are missed), rather than 24. These
accumulated temperatures will thus be the highest maximum and lowest minimum
temperature on any of the days since the last observation was made, resulting in a

positive bias for maximurs temperature and a negative bias for minimum temperature.

The greatest frequency of accumulated data occurs when a station consistently makes
observations for a period for only 6 or 5 days per week (with Sunday, or less
commonly both Saturday and Sunday) being missed. [t was quite common prior 1o
about 1960 for stations (especially post offices) 10 miss Sunday observations for many
years at a time. More recently, some stations, such as Robe and Bathurst, have missed
ali weekend observations for periods of scveral months or years. Revfiem (1990}
argued that the absence of weekend data need not bias mean values unduly providing

appropriate adjustments were made, but did not consider the case of extreme values,

Data accumulated over more than one day have been treated inconsistently in the
Burcau of Meteorology’s database. Prior to 1966, accumulaled temperature data were
not flagged at ull. Between 1966 and 1992, a flag of 1" was used for accumulated data
regardless of the number of days over which the temperatures were accumulated.
Since 1992 the flag has been the number of days over which the temperature was
accumutated. In all cases, monthly mean temperatures have been calculated including
the accumulated values, resulting in an upward bias in mean maximum temperaturcs
and a downward bias in mean minimum temperatures. (It is worth noting, howcver,
that u sitec making no weekend obscrvations will go close to the minimum number of
observations required for the calculation of monthly means, and may fall below it in
months with several public holidays, such as December or April, or other missing

datu).

The only way to place all data on a consistent [ooting is (o delete all data which may
be accumulated, that is, all dala that follow one or more days of missing data. As this
will also delete data from days following missed days of type 1, it will tead (o some

valid data being deleted. This was the practice followed in the main part of this study.
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3.4.1. Quantification of biases arising from use of accumulated temperatures
There are two feasible approaches to the investigation of accumulated temperatures.

1. Use a reasonably complete data set and delete data for each Sunday (or Saturday
and Sunday), adjusting maxima and minima on Monday to be the equivalent of
accurmnulated data for 48 or 72 hours.

2. Examine a data set with a substantial amount of accumulated data and investigate
whether there is any significant difference between the temperatures recorded on days

with accumulated temperatures and temperatures on other days.
Both approaches were used in this section.

The results of the first approach are given in Tables 3.13 and 3.14. All available
Bureau-opcrated sites were used in this part of the study (these being chosen because
of their generally small amount of missing data). If only Sunday observations are
missing and the Monday temperature is accumulated over 48 hours, this results in a
bias of between +0.1° and 0.3°C for maximum temperature und between -0.1 and -
0.3°C for minimum temperature at most stations, although the bias for maximum
temperature reaches +0.43°C at Ceduna in January. The bias is least in the tropics,
especially near the coasts, and greatest near southern coasts for maxima and in the
southern inland for minima. The bias for maximum temperature shows a marked peak
at most stations in spring and summer, and, for minimum temperature, a less
pronounced pecak in winter and spring. As the biases for maximum and minimum
temperature are of opposite sign, there will be a particularly marked bias {or the mean

diumal temperature range, reaching +0.73°C at Ceduna in October.

The biases arising from removing all weekend observations and accumulating
Monday temperatures over 72 hours, as would be expected, have a similar spatial and
scasonal distribution to those arising from the absence of Sunday observations only,
but are of approximately double the magnitude. The bias for spring and summer

maxima exceeds +0.6°C at a number of southern stations and reaches +0.92°C at
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Station name Bias (*°C)
January Apnl July QOctober

Maximum Minimum DTR Maxmum Mimmum DTR Maximum Minimum DTR Maximum Minimum DTR
Halls Creek 0.16 -0.10 0.26 0.07 0.07 0.14 0.10 -0.16 0.76 0.07 -0.15 0.2
Broome 0.13 -0.13 0.29 0.09 -0.08 0.17 0.13 -0.16 0.29 0.14 013 0.27
Port Hedland 0.16 -0.12 Q.28 010 -0.09 0.19 0.12 -0.18 0.30 0.19 014 K
Learmonth 014 -0.07 0.21 .13 -0.08 Q.21 0.10 -0.16 0.26 (.22 0.12 .34
Camarvon .23 -0.10 0.33 0.16 .13 0.29 012 -0.13 0.25 0.15 -0.16 0.31
Meekatharra 0.14 -0.21 Q.35 020 -0.14 0.34 0.18 -.13 0.31 0.2y -0.23 0.44
Geraldton 032 -0.21 0.53 0.20 0.17 0.37 013 -0.13 0.26 0.22 024 0.46
Perih Airport .29 -0.21 0.50 .18 -0.18 0.36 014 -0.18 0.32 023 -0.22 .45
Albany 0.39 -0.22 0.52 0.24 -0.19 0.43 0.15 -0.20 0.358 0.15 -0.24 0.39
Esperance .39 -0.21 .60 0.31 0.17 0.48 019 -0.17 0.36 0.26 -0.23 0.49
Forrest 038 017 0.55 .30 -0.20 0.50 D.20 -0.20 0.40 0.31 -0.35 0.66
Kalgoorlie 0.29 -0.22 0.51 0.27 -0.15 0.4 0.20 -0.22 0.42 0.29 -0.25 0.54
Giles 0.15 -0.13 0.28 0.20 -0.11 0.31 .18 -0.17 0.35 0.20 -0.30 .50
Darwin Ajrport 0.10 -0.12 0.22 0.07 -0.08 Q.15 0.08 -0.11 0.19 0.0 -0.09 0.18
Alice Springs 0.13 022 033 0.18 -4.17 035 0.21 -0.20 a4 0.30 -0.25 0.55
Woormera .26 -0.19 .45 0.22 <014 0.386 0.17 -0.15 0.32 0.31 024 0.55
Ceduna 0.43 -0.22 0.65 0.28 -0.29 0.57 0.18 -0.22 0.40 0.30 -0.34 0.7
Adelaide RO 0.32 -0.25 0.57 023 -0.24 0.47 013 -0.17 Q.30 0.328 -0.25 0.63
Mount Gambier 0.36 027 0.63 0.21 021 0.42 0.11 -0.19 0.30 0.28 -0.22 0.50
Thursday Island 0.09 -0.04 0.13 0.08 -G.02 0.10 .04 -0.07 g.11 003 -0.05 0.08
Caimns 0.10 0.07 017 0.11 007 0.1 0.09 -0.13 022 0.07 0.12 0.19
Townsville 0.10 -0.07 0.17 0.09 -0.09 a.18 0.10 -0.19 0.29 0.06 -0.13 0.1%
Mackay MO 0.08 0.12 0.20 0.07 -0.08 0.15 0.12 0.18 0.30 0.06 -0.13 0.i9
Longreach 0.09 -0.15 0.24 0.10 -0.13 0.25 0.17 -0.19 D.36 022 -0.17 .39
Rockhampton 014 -0.09 0.23 0.11 -0.11 0.22 0.17 -0.22 0.39 0.13 -0.16 0.29
Amberley 0.16 -0.12 0.28 0.12 012 .24 0.13 -0.23 0.36 0.33 -0.21 G449
Brisbane AP 0.11 -0.09 0.20 0.1l -0.08 0.19 0.12 -0.15 027 0.17 =014 031
Charleville .16 -0.16 0.32 0.14 -0,21 0.35 0.16 022 0.38 0.22 -0.21 043

Table 3.13. Biases in mean maximum and minimum temperature and diurnal temperature range if Sunday observations missing




Table 3.13 (cont.). Biases in mean maximum and minimum temperature and diurnal temperature range if Sunday observations

missing
Station name Bias (°C)
January Aprt] luly October

Maximum Minimom DTR Muximur Minimum TR Maximum Minimum DTR Maximum Minimum DTR
Cobar 0.21 -0.22 0.43 014 -0.20 .34 0.16 -0.15 031 0.32 -0.17 0.49
Moree 018 -0.13 0.33 01l -D.21 0.32 0.18 0.23 .41 0.28 -0.22 .50
Coffs Harbour 0.14 -012 0.26 015 (17 0.32 012 -0.22 0.34 021 -(3.19 0.40
Williamiown 0.26 =016 0.42 0.19 -0.18 Q.37 018 -0.19 0.37 0.29 -0.22 0.51
Sydney RO 0.24 112 0.36 0.18 -0.1) 0.29 0.14 .12 0.26 0.25 -0.16 0.41
Richmond 0.20 -{.20 0.46 022 -0.19 041 0.15 021 0.36 .30 (122 0.52
Nowra 0.24 018 042 022 017 0.39 0.11 -0.15 026 0.33 -0.21 0.54
Canherra AP .24 -0.21 045 013 -0.17 0.33 015 -0.21 0.36 020 -0.27 047
Wagga Wagga 0.26 025 0.51 G.15 -0.22 0.37 0.16 -0.16 032 0.22 -0.24 0.46
Mildura 0.29 -0.21 0.50 0.24 018 0.42 o.ls -0.16 031 .30 -0.24 .54
Sale 0.3 019 0.50 022 .20 0.42 0.14 -0.21 0.35 0.29 -0.22 .51
Meclbourne RO .40 -0.19 0.59 073 018 0.41 014 -0.17 0.31 0.30 -0.24 0.54
Laverton .36 021 0.57 0.23 -0.25 0.48 0.1 -0.19 0.30 032 =022 .54
Launceston AP .21 -0.26 047 0.20 -0.23 0.43 an -0.23 0.34 Q.17 -0.21 0.38
Hobartt RO 0.27 020 0.4% (.25 0.0 Q.45 0.13 018 0.31 0.30 0017 0.47




Station name Bias {*C)
January Apnl July October

Maximum Minimum DTR Maximum Mimmum DTR Maximum Mimmum DTR Maximum Minimum DTR
Halls Creak 0.27 -0.19 0416 03 -0.19 032 .20 0.3 0.3l Q.17 -0.30 0.47
Broome 0.26 -0.2% 0.50 0.20 -0.i6 0.36 0.25 -0.3¢ 0.55 Q.35 022 0.37
Part Hedland 0.34 -0.25 0.59 022 -0.16 028 0.18 -0.34 052 0.43 -0.27 0.70
Learmonth 0.27 -0.17 044 0.25 -0.20 0.45 .18 -0.31 049 .10 -0.28 0.68
Camarvon 0.51 -0.18 0.69 0.36 0.23 0.39 0.23 -0.24 0.49 0.33 -0.32 0.67
Meekatharra 0.29 -0.40 Q.69 0.4] -0.25 Q.60 0.306 -0.24 0.60 .41 -0.48 .89
Geraldton Q.67 -0.35 1.02 046 -0.35 081 0.24 -0.28 0.52 0.43 -0.46 0.89
Perth A_irport 0.61 -(.38 0.99 0.47 -0.38 Q.85 0.27 -1.34 0.6l [EES -0.42 (.86
Adbany 0.67 -0.41 1.08 0.46 -0.39 0.85 .30 -0.38 0.68 0.36 -0 0.80
Esperance 0.89 -0.39 1.28 0.63 -0.37 100 0.38 -0.34 0.72 0.62 -0.42 1.04
Forrest 0.74 -0.35 1.09 0.65 -0.37 1.02 0.39 -0.38 0.77 0.71 -0.62 1.33
Kalgoorlic 0.62 -0.40 1.02 0.56 -0.51 0.87 Q.35 ~0.42 .80 0.62 -0.49 i.11
Giles 0.20 -0.30 0.59 0.37 -0.22 0.59 .32 -0.31 0.63 0.49 -0.54 1.03
Darwin Airport 0.20 022 0.42 0.16 013 0.31 a.16 -0.21 0.37 0.16 -0.17 (.33
Alice Springs 0.25 -0.48 0.73 0.36 -0.36 072 041 -0.41 0.52 0.64 -0.52 1.16
Woomera .47 (142 0.89 0.41 -(.33 0.74 031 -3.30 0.61 0.75 -0.41 1.1
Ceduna 0.90 -(.54 1.44 0.59 -0.34 1.13 0.36 -0.39 Q.75 0.92 -0.63 1.55
Adclaide RO 0.63 -0.51 1.14 0.42 -0.33 0.75 0.23 -0.33 0.56 0.90 ~0.40 1.30
Mount Gambier 0.76 -0.49 1.25 0.45 -0.41] 0.86 0.21 -0.39 0.60 0.61 -0.40 1.01
Thursday Isiand 0.30 -0.08 (.38 Q.14 -0.06 0.20 0.08 -0.11 0.19 0.07 <011 .18
Caims 0.20 -6.15 035 0.19 -0.14 033 0.18 -0.27 0.43 0.12 -0.24 0.36
Townsville 0.19 -0.15 0.34 G.1a -0.18 0.34 0.20 -0.41 0.61 0.13 -0.29 .42
Mackay MO 0.17 -0.21 0.38 0.15 -0.20 Q.35 0.23 -0.33 0.58 0.13 -0.27 0.40
Longreach 0.20 -0.27 0.533 020 -0.28 0.48 0.33 -(1.31 0.66 0.41 -03.37 0.78
Rockhampton 0.27 -0.19 0.46 022 -0.19 D43 0.30 -0.43 0.73 0.26 -0.34 .60
Amberley .34 -0.26 0.60 Q.22 -0.23 0.45 0.23 -0.38 0.61 0.41 -0.44 0.85
Brisbane AP 033 0.19 042 0.20 -(.14 0.34 0.20 -0.28 0.48 0.29 -0.31 .60
Charlevilie (.35 -0.30 0.63 0.29 -0.37 0.66 .30 -0.45 075 0.46 -0.46 0.92

Table 3.14. Biases in mean maximum and minimum temperature and diurnal temperature range if Saturday and Sunday observations

missing




Table 3.14 (cont.). Biases in mean maximum and minimum temperature and diurnal temperature range if Saturday and Sunday
observations missing

Stalion name Bias (°C)
January April July October

Maximum Minimum DTR Maximum Minimum DTR Maximum Minimum DTR Maximum Minimum DTR
Cobar 0.44 -0.47 0.91 0.27 -0.41 D.68 0.30 -0.32 0.62 0.66 -0.33 0.99
Moree 0.40 -0.36 0.76 0.2 -0.39 0.60 0.34 -0.40 0.74 0.52 -0.48 1.00
Coffs Harbour 0.29 -0.28 0.37 .29 -(0.28 (1.37 0.24 -0.38 0.62 0.3R -0.43 0.81
Williamtown 0.36 -0.31 0.87 0.40 031 0.71 0.29 -0.32 0.6t 0.56 -0.47 .03
Sydney RO 0.48 -0.25 073 0.39 -0.21 0.60 0.27 -0.23 0.50 0.50 -0.32 .82
Richmond 0.55 -0.37 092 0.43 Q.37 {.80 0.27 -0.35 0.62 0.58 -(.49 1.07
Nowra 0.47 036 0.83 0.49 .0.33 0.82 0.22 0.27 0.49 0.61 -0.40 1.01
Canberra AP 0.50 -0.42 042 0.37 -0.39 0.76 0.26 -0.40 0.66 0.41 -0.51 .92
Wagga Wagga 0.49 -0.51 1.00 a.31 -0.40 071 029 -0.34 0.63 0.47 -0.46 0.93
Miidura 0.62 -0.42 [.04 0.46 -0.39 0.85 0.30 -0.34 0.64 0.69 -0.43 1.2
Sale 0.67 -(142 1.09 0.43 -0.40 0.83 .27 -0.34 0.61 g6l -0.46 1.07
Meibourne 0.86 -0.37 123 0.48 -0.33 0.83 0.27 -0.32 0.59 0.04 (043 1.07
Laverton 077 -0.40 17 041 -0.45 0.86 0.23 -0.36 .59 0.68 -0.38 1.06
Launceston AP 0.39 -0.46 0.83 0.34 -0.44 0.78 0.22 -0.38 0.60 0.36 0.44 0.80
Hobart RO .39 -0.40 0.99 (.49 -0.37 0.86 0.27 -0.31 0.58 0.59 -0.33 0.92




Ceduna in October, while for minima the same station has an October bias of -0.63°C,

leading to a bias of +1.55°C for the mean diurnal temperature range.

In the second approach, data from two stations with missing Sunday data were
examined. The stations used were Wyalong (1959-64) and Tewantin (1957-61). These
stations were chosen during these periods because they were missing all Sunday
observations but few other observations. Table 3.15 shows a comparison between
observations on the day after missing data at these stations (mostly Mondays) and all
other days. On the assumption that one observation in six is accumulated, the
estimated bias in mean maximum and minimurmn temperatures will be one-sixth of the
mean difference between the two types of observations. Given this, the cstimated bias
at Tewantin is +0.14°C for annual mean maxima and -0.23°C for annual mean
minima, while at Wyaleng the values are +0.19°C and -0.13°C respectively. These
results are of similar magnitude to those shown in Table 313 for stations in

comparable regions (coastal southern Queensland and inJand New South Walcs).

3.4.2. Implications of the use of accumulated data

The greatest impact of the use of accumulated data is on the diurnal temperature
range, as the upward bias in maximum temperature and the downward bias in
minimum temperature are added to cach other. (Conversely, when mean temperatures
are calculated the biuses counteract each other). This is of particular potential
mmportance for a number ol reasons. Firstly, one of the more pronounced trends in
global temperature that has been found in a number of studies s a reduction in the
mean divrnal temperature range (e.g. Easterling et al., 1997), and Torok (1996) [ound
a decreasc ol 0.48°C in the mean Australian diurnal temperature range since (910,
Sccondly, the biases found in this section, when applied to maximum and minimum
temperatures separately, are at or near the lower limit of the magnitude of
discontinuity detectable by the techniques used in this study (being mostly in the
order of 0.1°C to 0.3°C when one day per week is missing), yet, when they are

combined, the resultant bias is between 0.2°C and 0.6°C at most stations.
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The mean monthly maximum and minimum temperatures in the Bureau of
Meteorology’s database are, as mentioned earlier, calculated with accumulated data
included. The task of identification of months with accumulated data is made more
difficult by the fact that the number of days with observations is not available in the
database prior to 1957 at most stations, and hence periods of the record when
weekend data are missing at a station can only be identified by examining the daily
manuscript records from that station. One possible solution for the tdentification of
such periods could be to carry out the tests used in Chapter 4 for the detection of
inhomogeneities on the diurnal temperature range as well as maximum and minimum

temperature,

In the worst-case scenario, in which all data at the start of the record were missing
Sunday observations and none at the end were, the artificial trend in the diurnal
temperature range would be of comparable magnitude to the trend observed by Torok
(1996). In practice, it is unlikely that this would be the case, as not all stations would
have missed Sunday observations. The pre-1957 manuscript data that has been
obtained suggests thal missing Sunday data were most common between about 1920
and 1960, with fewer missed days before and after, and that thc observation were
mostly missed at post offices and similar sites; lighthouses und similar sites, which
make up a large part of the coastal ohserving network, rarely missed days. The impact
of accumulated data on the observed trend in mean diurnal temperaturc range over
Austraha as a whole is worthy of further investigation, although it is outside the direct

scope of this thesis.

3.5. Summary

Three systematic issues affecting the development of homogeneous, high-quality data
sets have been addressed in this chapter. These serve as a precursor to the
development of the data set in Chapter 4. The potential dependence of the magnitude
of temperature discontinuities upon the position of a day in the frequency distribution
of temperature, as described in section 3.2, is particularly crucial in the development
of a homogeneous time series of extreme events. In Chapter 4, the methods developed
in section 3.2 are applied to the development of a comprehensive data set.
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Month Station name
Wyalong Tewantin
Maximum yhinimum Maximum Minimum

January +0.26 -0.76 +0.68 -0.92
February +1.15 -2.20 +0.41 -0.66
Muarch +0.78 +(1.29 -0.09 -1.60
April +1.52 -0.86 +0.98 -0.06
mMauy +(.58 -(.56 +0.80 -1.39
June +0.72 -1.18 +0.05 -2.34
July +(.79 .07 +1.32 -1.21
August +1.10 -0.44 +0.14 -1.87
September +00.58 -1.27 +0.93 -1.07
October +1.42 -0.28 +2.31 26
November +1.74 -1.54 +0.69 -2.07
December +2.07 <131 +}.62 -1.17
Annual +1.14 -0.76 +0.83 -1.38

Table 3.15. Mean temperature difference (°C) between days following missing data
and all other observations for Wyalong (1959-64) and Tewantin (1957-61)




Chapter 4

The Development of a High-Quality Daily Temperature Data

Set for Australia

4.1. Introduction to the problem of developing high-quality daily temperature data

The development of high-quality temperature data sets, as noted in Chapter I, 18 a
problem which has received considerable attention in recent years. The major works in
this field in Australia huve been those of Torok (1996) and Torok and Nicholls {1996).
Their work has been focused on data at the annual timescale. This has also been the case
wilh much of the work undertaken outside Australia, There has been some attention given
to data at the scasonal or monthly timescale, but this has involved similar methods o

those used lor homogenisation of annual data.

The development of daily temperature time series involves a4 more complex set of
problems than those involved in developing annual or seasonal series. Daily time series
are much more susceptible to short-term gross errors than are monthly or annual means.
A 5°Cerrorin a single maximum or minimum temperature will have a minimal impact
on a monthly, scasonal or annual mean, but it may be critical when extreme lemperature
cvents are being examined. Furthermore, as was discussed in section 3.2, the methods
used to homogenise annual or scasonal mean temperatures once a discontlinuity i
identificd may not be appropriate for the homogenisation of daily maximum and
minimum temperatures, as they generally take no account ol possible changes in the

variability of temperature, only in its mean.

The inherent problems in devecloping high-quality daily temperature data sets may be

divided into two categories: long-term systematic inhomogeneities and short-term errors.
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4.1.1. Long-term systematic inhomogeneities

The following arc examples from an extensive list of potential systematic
inhomogeneitics which are discussed by Torok (1996). A more detailed description of

these factors may be found there.

Station moves: These are relatively common throughout the period of record. In
particular, many stations have moved from town centres to airports, as urban sites have
become built up and aviation has become an important user of metcorological
information. This process was most frequent during the 1940 and 1950%, but is
continuing to the present day. Of the stations used in this study, Charters Towers, St.
George, Walgett and Bourke all moved to airports between 1992 and the end of the data
set in 1996.

There is also a long-term Bureau policy fo reduce the number of observations at post
offices, at which many stations are located. Stations located on private land are
susceplible 10 moves when properties change hands or observers ccase making

observations for any reason,

Smuall-scale relocations of instruments within the same general arca are alse quite
common. These may have a significant impact on observed temperatures il the

characteristics of the new site are dilferent {(see below).

Station relocations arc a particularly significant issue in locations where there are strong

local temperature gradients, such as near coasts or 1n hilly terrain.

Instrument changes: The Stevenson Screen has been a standard throughout Australia for
most of the 20th century. Prior to the formation of the Commonwealth Bureau of
Meteorology in 1908, a wide variety of screens were in use, making comparisons
difficult, both in time and space. While this is areal problem in attempting to extend the
Australian climate record back into the 19th century, the limited availability of digitised

daily data means that a very limited amount of pre-1908 data has been used in this study.
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A more recent change has been the move (o automatic weather stations. The Bureau is
stalling approximately 35 automatic weather stations per year, some in new sites and
some in place of existing sites. Where automatic stations have been installed in place of
manual sites, there has often been a period of dual observations maintained at the two
sites. Four of the stations in this study were automated (Forrest, Cape Otway, Tewantin
and Qadnadatta) prior to the end of this study in December 1996, all of them since late
1994. AL present, this affects only a small proportion of stations for a very short part of
their record, but the process has continued since 1996 and itis likely that the majority of
stations in this data sct will be using automated observations by 2005, The majority of

alpine temperature observations are already automated.

Poorly maintained equipment (such as a screen becoming discolourcd, rather than while

as per specifications) coutd also have an impact on observed temperatures,

Changes in site environment: Even where the location of a site has remained
unchanged, the local environment around a site may change. Common causes of this
include building around nstrument sites, or growth (or removal) of vegetation in the
vicinity of instruments. Building around instrument sites has been particularly common al
rural post oflice sites, which are often located in town centres. This includes the
construction ol asphalt car parks adjacent to sites (Armidale und Glen Innes are examples

of this).

The issue of urbanisation as an influence on the climate record is a separale issuc. it is
well-established  that urban centres are Jikely to experience warmer minimum
temperatures than surrounding rural areas (the so-called “urban heat island™), with the
magnitude ol the urban heat islund being a function of the town or city’s population (¢.g.
Karl et al., 1988). For the purposes of a study such as this, any change in the magnitude of
the urban heat island over time is of greater importance than the existence of an urban
heat island per se. Thus, for those stations for which daily records are only avatlable for
the period since 1957 (as is the case for the majority of stations used in this study), the

stations of greatest concern are those located in or near the centres of towns that have
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seen significant growth between 1957 and the present.

A population of 10,000 has often been taken as the lower limit for significant
urbanisation effects, although noticeable urban heat islands have been found in much
smaller centres (Torok et al., 2001). The following stations used in this study can be

considered to have been affected by urbanisation:

1. In major city: Sydney, Melboume, Adelaide (both sites), Hobart.

2. Away from centre of major city but within general metropolitan area: Laverton,
Richmond (NSW), Perth Airport, Brisbane Airport, Darwin Airport.

3. In or near centre of country town with population exceeding 10,000: Dubbo, Port
Lincoln, Tewantin, Port Macquarie.

4. Has moved from centre of town with population exceeding 10,000 to airport during

period of record used in study: Albany, Bundaberg.

A categorisation of all station locations may be found in Table 2. 1.

It should be noted at this point that the existence of an artificial temperature (rend due to
urbanisation at an individual station does not exclude it from consideration in this study;
rather, 1t 1s an atd to interpretation of observed trends at those stations. It 1s, however,
invalid to interpret observed trends at an urban station as being representative of

conditions over a broader region.

Changes in observation practices: The principal problems here arise from changes in
the time of observation, and changes in the frequency of missed observations (for
example, taking/not taking Sunday observations). These were both discussed at some

length in Chapter 3.

The Bureau of Meteorclogy adopted the Celsius scale of temperature measurement on
September 1, 1972, While a discontinuity in the relationship between mean maximum
temperatures and annual rainfall over Australia has been observed around this time

(Nicholls et al., 1996a), there is no evidence that the change in units (and the consequent
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change of thermometers) was responsible for that discontinuity.

Observers are instructed to make observations to the nearest 0.1 degree Celsius, and prior
to metrication were instructed to make observations to the nearest 0.1 degree Fahrenheit.
In practice, as the figures in Tables 4.1a, 4.1b and 4.1c demonstrate, many observers,
priorto 1972, observed temperatures only to the nearcst whole degree. This practice has
become less common since 1972, although therc continues to be a bias towards
obscrvations ending in .0, something that has also been noted outside Australia (Nese,
1994, Petrovic, 1998). In addition, at present, maximum and minimum temperatures
from some automatic weather stations are only archived to the nearest whole degree, as i

result of limitations in the codes used for transmission (Wong, pers. comm.).

While mistakes, and failure to observe standards of obscrvation, by observers can resull
in long-term systematic biases, they more commonly result in short-term errors and are

dealt with in that section.

4.1.2. Short-term errors

Thesce are errors that aflect observations either on a single day or over a period ol a few
wceks or months. Unless they are especially large, such errors will not have a substantial
clfcet on mean annual lemperatures, bul they may be critical in an examination of

CALremes.

Errors of this type include:

Observer crrors; Observer ervors recorded include the misreading of thermomelters by
or 10 degrees, reading the wrong end of the index for maximum and minimum
thermometers, failing to reset the thermometers each day, or recording some other climate
element (such as the temperature at 0900 or the grass minimum temperature) as the
maximum or minimum temperature. These errors were usually isolated, but occasionally
persist over a longer period (e.g. Thargomindah in January-February 1963), possibly at

times when the regular observer was absent,
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Clerical errors: Data received by the Burcau and entered into jts computer system were
normally keyed twice, until the introduction of improved data management and quality
control software in 1994, to minimise the risk of typographical errors in processing
(Hutchinson, pers. comm..). Nevertheless, processing errors stil! occurred, especially as

the legibility of the handwriting of some observers leaves something to be desired.

Defective instruments: It was not unknown for an instrument to develop a fault, but for
some time to elapse between the fault’s occurrence and the removal or replacement of the
defective instrument. The obscrved temperatures would therefore be suspect in the
intervening period. Torok (1996) notes that the minimum thermometer was particularly
vulnerable to faults, and was also less readily replaced than maximum thermometers
were. There are, accordingly, more breaks in the minimum temperature record than there

are for maximum temperature, especially 1n remote arcas.

4.2. Techniques of development of high-quality temperature data sets

The technique used to develop high-quality sets of daily temperature data consisted of

three principal steps. These steps were:

I. Afirst pass of detection of single-day errors, in order to remove obvious errors from
the data sets prior 10 any attempts (o detect long-term imhomogencities.

2. The identification of, and adjustment for, inhomogeneities in the long-term data scts
after gross errors had been removed.

3. Spatial analysis of the adjusted temperature data in order to identify stations whose

data differ substantially from those of its neighbouring stations.

At this point, it is important to note the distinction between rejected and flagged data.
Data may be rejected immediately if it vielates a condition which must hold (e.g.
maximum = minimum}, Data which are identified by some of the tests outlined below
(e.g. for differing by more than a set amount from its neighbours) are flagged for further
examination. This may lead to its ultimate deletion but does not necessarily do so.
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Stativn name % 0f °C G ool °F Stativn name ot sC fz of °F Station name % of °C % of °F Siation name % of °C | % of °F
temps tremps wemps temps temps temps Lemps lemps
ending in | ending ending ending ending ending ending ending in
0 in.0 in .0 in.0 in.0 in .0 in.0 0

Kalumburu 16.1 442 Marree 10.9 46.9 Amberley 12.4 289 Cabrumurra 17.5 357

Halls Creek 15.4 36.6 Oodnadatta AWS 13.1 26.6 Brisbane AP 12.8 203 Wagga Wagea 13.7 28.0

Broome 12.2 322 Oondnadatta PS 343 Tewantin PO 17.9 48.0 Wialong 20.3 79.0

Port Hedland 11.8 27.7 Ceduna 14.9 30.6 Tewanun AWS 10.4 Deniliquin PO 10.5 63.8

Learmonth 12.2 Por Lincoln 21.0 63.2 Thargemindzh 323 789 Mildura AMO 15.0 305

Witlenoom 13.7 61.6 Snowtown 16.8 63.9 Tibooburra 16.5 LR Nhull 282 68.1

Carnarvon 13.6 195 Adelaide tWTH 53 204 Wilcanpia 321.0 Q0.7 Kerang 21.0 583

Meekatharra 12.0 312 Adelaide (KT 133 Bourke PO 3.7 93.6 Rutherglen 26.6 716

Dalwallinu 332 538.3 Nuriootpa 174 282 Bourke AP 11.8 Gabo Istand 237 824

Geraldton 14.1 304 Mount Gambier 13.7 26.0 Cobar PO 931 Orbost 138 329

Perth Airport 11.6 270 Robe 25 al.§ Cobar MO 121 28.0 East Sale 12.9 308

Cape Lecuwin 234 78.5 Thursday Island 12.2 238 Walgeu PO 242 a2 Wilsons Prom 233 022

Albany Town 515 Weipa comp 17.9 38.0 Walgeit AP 248 Melbourne 12.5 269

Albany AMO i25 362 Weipa MO 144 Maoree PO 947 Laverton 16.0 295

Esperance PO 76.2 Palmerville 53.5 80.5 Muoree MO 1.7 5.9 Cape Oiway 283 84.6

Esperance MO 13.8 26.7 Burkeiown 11.9 26.2 Gunnedah 11.3 3.3 Low Head 41.1 8715

Cunderdin 212 436 Richmond 1Q1d.) 263 65.7 Inverell PO 16.3 2 Launceston AP 153 325

Wandenng 224 335 Cairns [3.8 264 Inverell tnew) 10.7 Eddystone Point 29.6 8§74

Fomest AMOG 134 293 Townsville 12.7 26.3 Yarnba 23.9 78.1 Cape Bruny 24.0 9.6

Forrest AWS 29.4 Mackay 13.1 26.8 Coffs Harhour 120 271 Hobart 13.7 285

Kalgoorlie 12.6 308 Chaners T. PO 20.0 624 Port Macquarie 30.4 T2 Orove t4.6 39.9

Giles 12.4 283 Charters T. AP 17.2 Williamiown 143 328 Butlers Gorge 1.0 76.0

Darwin Aimport 13.0 26.2 Barcaldine 10.5 327 Scone Soil Cons 1535 243 Willis Island 13.8 2.3

Victoria River 244 EER| Longreach AP 149 32.0 Bathurst ARS 212 61.5 Coeas Isfand 137 209

Downs Camooweal 232 60.9 Dubbo I5.1 747 Norfolk Istand i43 315

Tennant Ck PO 26.1 Birdsviile 26.0 93.0 Syvdney 1.2 352 Lord Howe {ald) 14.0 304

Tennant Ck MO 13.4 69.6 Buulia 2604 70.9 Richmond AMO 141 ils Lord Howe 117

Rabbit Flat 18.9 273 Bundaberg PO 0.2 3.7 Richmond AWS 10.9 Bavis 433 8§56

Alice Springs 12.3 291 Bundaberz AP 17.5 34 Jervis Bay 2352 923 Mawson 318 75.8

Woomera 13.9 284 Gasndah 19.2 313 Nowra RAN 12.2 284 Maequarie Island 12.6 8340

Tarcoola 17.0 754 Rackhumpton 14.2 284 Moruyva Heads 27.3 65.1 Cusey 204 74.8

Canherra 13.6 28 Casey (new?) 10.5

Table 4.1a. Frequency of recorded temperatures ending in .0 for Celsius (post-1972) and Fahrenheit {pre-1972)




Year Freguency | % over-rep- | Year | Frequency | % over-rep- | Year | Frequency | % over-rep-
of temp. resentation of temp, resentation ol temp. resentation
ending in ol tlemps. ending in | of temps. ending in | of lcmps.
0 ending in 0 ending in 0 ending in

0l 01 01

1957 | 0.575 219 1971 | 0.418 132 1985 | 0.173 73

1958 | 0.588 227 1972 | * * 1986 § 0.172 72

1959 | 0.608 238 1973 | 0.200 100 1987 | 0.165 65

1960 | 0.600 233 1974 | 0.203 103 1988 | 0.165 65

1961 0.574 219 1975 | 0.210 (] 1989 | 0.162 62

1962 | 0.563 213 1976 | 0.202 102 1990 | 0.16! Gl

1963 | 0518 88 1977 | 0.209 109 1967 | 0,155 53

1964 | 0.502 179 1978 | 0.218 118 1992 | 0.155 55

1965 | 0.506 181 1975 | 0.222 122 1993 | 0157 57

1966 | 0.482 108 1980 | 0.222 122 1994 | 0.199 99

1967 | (1449 149 1981 | 0218 L18 1995 1 0.187 87

1968 | 0426 137 1982 | 0.190 90 1996 | 0.164 o4

1969 0.40] 123 1983 | (L1814 g1 1997 | 0.167 67

1970 | 0.406 126 1984 | 0.177 77 1998 | 0.204 104+

* Changeover [tom Fahrenheit 1o Celsius took place in 1972,

+ One month’s data only.

Table 4.1b. Frequency of temperatures ending in .0, by year

Lust digit of recorded
temperatule

Gk frequency

18.5
7.2
10.0
7.6
9.7
13.0
10.0
B.6
K6
0.0

Table 4.1c. Frequency of linal digit of recorded temperatures (°C) over 1973-97

period




4.2.1. First pass of detection of short-term errors

4.2.1.1. Detection of gross errors

This section consisted of a test 1o detect gross errors in the data, It is a logical necessity
that the maximum temperature on any given day is greater than the minimum temperature
on that day, as the following relationship must hold for observations taken at 0900 (as

observations generally are in Australia):

Maximum temperature for day beginning at 0900 2 temperature at 0900 = minimum

temperature for day ending at 0900

Furthermore, as the minimum temperature for a given duy and the maximum temperature

for the previous day are both measured for the 24 hours ending at 0900, the relationship

Minimum lemperature on given day < maximum temperature on previous day.

This relationship is only valid where maximum and minimum temperatures arc taken
over a 24-hour period ending at the same time, o0 it may not apply to data which are not
taken over the post-1964 standard of a 24-hour day ending at 0900 local ume. This
includes the automatic weather station data where the minimum and maximum

temperatures are taken at different Umes (sec section 3.3).

Data may also be checked against known extremes for the station, areasonable range for
the region concerned, or some other extreme parameters. While any data that do not [all
within an extreme runge should be detected by the more detailed tests described later in
this section, the rejection of such data at an early stage reduces the number of [lagged
days which necd to be examined individually at that stage, reducing the time necessary

lor processing.
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The data for each station were checked for validity of the maximum and mmimum
temperature relationships, and against reasonable limits for the region concerned. Data
which failed these checks (and were known to have been taken using the standard 0900
observation time) were rejected. If the maximum-minimum temperature conditions were
violated, both were rejected unless there was firm evidence, e.g. from fixed-hour
observations, that one was correct. Accumulated data, as discussed in scction 3.4, were
also rejected at this stage. Data were assumed to be accumulated if they followed one or
more missing days, whether or not it was flagged as accumulated in the Bureau’s

database. As noted in section 3.4, the accumulation flag was not used prior to 1966.

4.2.1.2. Examining data for internal inconsistency

[n addition to the maximum and minimum temperatures, all of the stations examined in
this study take observations of the temperature at certain fixed hours, A few stations take
observations eight times per day (at three-hour intervals), many take seven (missing either
the 2100 or 3000 LST cbservation), and most take at least two, usually at 0900 and [500
LST. A few stations take observations only at 0900 LST.

While all [ixed-hour observations have been archived on computer since [987, prior to
that date most stations (with the exception of Meteorological and Regional Offices) only
have 900 and 1500 observations available on computer, even if other observations were

Liaken.

All dats were checked for consistency between the fixed-hour observations und the
maximum and minimum temperatures, by checking that none of the fixed-hour
observations for the period covered by the maximum and minimum temperatures fell
outside the limits sct by them. Any day on which any fixed-hour observation exceeded
the maximum, or fell below the minimum, by 1°C or greater was flagged. All maxima or

minima thus identified were rejected except in the following circumstances;

- it was clear that the fixed-hour observation was in error rather than the maximum or

minimum temperature, This can be checked by comparison with neighbouring stations or,
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at stations with three-hourly observations, the observations preceding and following the
one in question.

- some post-1964 data violated this condition solely by virtue of the 0900 temperature
from the previous day falling below the minimum, or the 0900 temperature exceeding the
previous day’s maximum (suggesting that the maximum or minimum temperatures were
not taken over the full 24 hours). In such cases the minimum waus assumed to be equal to
the 0900 lemperature from the previous day, or the maximum equal to the (900

temperature from the following day, as applicable.

While this technique is useful for removing some incorrect observations {rom the data
sct, 1t has 4 number of limitations. If & maximum temperature is 1oo low, it is likely to be
lower than the 1500 cbservation (at least) and is therefore likely Lo be detecled by this
test. However, maximum temperatures which are 100 high will not be detected by this

test. The converse applies to minimum lemperatures.

Furthermore, the power of this test is restricted by the limited number of fixed-hour
obscrvations available for many stations, While the 1500 temperature, which is readily
available for most stutions, is usually quite close to the true maximum temperature for the
day, the 0900 temperature is often substantially higher (by up to 20°C in some cases) than
the minimum temperature, which aliows large errors to go undetected. The 0600 and
0300 temperatures are much better approximations of the minimum temperature, but
these are only available in digilal form for a relatively small number of stations,
cspecially priorto 1987. In particular, the relatively common error of recording the 0900
temperature as the minimum will not be detected by thig test if there are no 0300 or 0600

observalions.

Finally, this test will not identify suspect maxima and minima on days where the lixed-
hour observations are missing. It was noticeable, in examining data flagged as suspect by
the spatial tests in sections 4.2.1.3 and 4.2.3, that a disproportionatety high number of
flagged days had one or more missing fixed-hour observations (again, recording the 3900
temperature as the minimum or the 1500 temperature as the maximum are common
occurrences in such cases).
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4.2.1.3. Comparison of data with neighbouring stations

In this part of the testing, data from each station were checked against a number of
neighbouring stations. Ideally, stations chosen as neighbours for this part of the test

would meet the following criteria:

¢ not more than 100 km from the candidate station

s at asimilar elevation to the candidate station

« asimilartemperature regime to the candidate station (ideally, with mean monthly
maximum and minimum temperatures having a correlation of 0.9 or greater with
those at the candidate station)

s continuous data for the period of record of the candidate station

In practice, very few stations in Australia have a reasonable number of neighbouring
stations which satisfy all of the criteria, the exceptions being in inland south-eustern and
south-western Australia, which are densely settled enough to support a relatively dense
network of stations, but not close enough to the coast for strong temperature gradients to
exist. For other stations, these criteria (distance, elevation, correlation of monthly
temperatures, length of overlapping record) were used to choose the ncighbouring
stations used. At least four neighbours were sought for cach station, but in some cascs
four reasonable neighbours could net be found, either because of the remoleness of the
station from other stations {e.g. Kalumburu, Thursday Island, Giles) or because the

station was in an environment dissimilar to those of other stations in the vicinity {e.g.

Wilsons Promontory).

A full list of the neighbours used for each station in this part of the study is given in

Appendix B.

Once the neighbeuring stations were identified, the maximum and minimum temperatures
at the candidate station on each day were checked against those at the neighbouring
stations. If the temperature at the candidate station differed from that at all neighbouring
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stations by more than 4°C, the observation was flagged. This limit was extended to 5°C
or 6°C at some stations (identified in Appendix B) in remote, coastal or high-elevation

locations.

Data flagged by this procedure were subjected to more extensive checks to determine

whether or not 1t should be rejected. These checks included:

» checks against fixed-hour observations (for example, comparing a suspiciously
high maximum tcmperature with the 1500 lemperature)

e checks agiinst other stations in the region not used in the initial comparison (for
example, stations with short records)

¢ checking for local weather conditions (such us rain or fog) which could result in

anomalously low or high temperatures being recorded at a particular station

The decision as to whelher or not to reject an observation is inevitably a subjective one.
Al some slations, large discrepancies with neighbouring stations can occur quite
naturally. Fig. 4.1 shows the frequency distribution of differences of Fanuary maximum
temperature between Robe and its nearest neighbour, Naracoorte. Where a station 13
known Lo have adistincl temperature regime, observations were less likely to be rejected.
(Using Robe as an example again, a summer maximum temperature substantially lower
than Naracoorte, which is much less exposed to the sea, would not arouse suspicion, but
one substantially higher would). As an indication of the level at which flagged
obscrvations were rejected, a flagged maximum temperature which exceeded the 1500
temperature by more than 6°C would normally be rejected, unless there were reasons Lo

behicve that it was valid.

The dilemma in such a decision-making process is to set a level of rejection such that all
erroneous observations are rejected while no valid observations are rejected. In practice it
is impossible (o achieve such a result, and it is therefore necessary to accept a certain
level of error in order not to reject valid observations. Decisions on the rejection of data

were made with this in mind.
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This part of the quality control process is most effective in areas where there are several
good neighbouring stations, It is least effective for stations with few good neighbouring

stations - in general, remote stations and ex posed coastal stations.

4.2.2. Long-term inhomogeneities

4.2.2.1. Identification of discontinuities in the record

As previously discussed in section 4.1.1, there are a number of [actors that can result in
discontinuities in a long-term climatic record, and considerable atlention has been
devoted to the problem of adjusting annual and seasonal means 1n order (o reconstruct a
homogeneous data set. The methods used in previous studies have, in general, involved
the construction of a reference series of some kind to be compured with the data at the
candidate station. The chief differences between the methods has been in the methods
they use to construct the reference series, and the tests they usc o identify
inhomogencities in the time series of temperature differences between Lhe candidate

station und the reference serics.

This study dilfers somewhat from previous methods of adjusting climatic data for
discontinuilies, in that the adjustments are made to daily data, using the methods
described in Chapter 3. The meun monthly data used in the compilation of a reference
scries for the identification of inhomogeneities are used only for the purpose of
identifying inhomogencities, and not to adjust for these inhomogeneities (cxceptin a few
cases early in the record where there were no neighbouring stations with digitised daily
data). As such, a long-lerm non-climatic trend in the reference series (arising, for
example, from urbanisation) is important only if its existence masks the existence of a
specific inhomogeneity. This, in turn, means that it is possible to use all stations, whether
urban or rural, which meet standards of adequate length of overlapping record and

correlation with and distance from the candidate station in the compilation of a reference

series.
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Fig. 4.1. Frequency distribution of January daily maximum temperature differences between
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4.2.2.1.1. Construction of a reference series

A candidate station for the reference series would, ideally, meet criteria along the same
lines as those used in the selection of neighbouring stations in the tests in section 4.2.1.3,
although the reduced spatial variability of monthly mean, as opposed to daily,
temperatures results in a wider potential radius over which well-corelated comparison
stations can be found. The criteria which would, ideally, be satisfied by a comparison

station would be:

e near the candidate station
* have asimilar temperature regime (o the candidate station

¢ have a long and homogeneous record of its own

In order to allow comparison stations to be chosen objectively, these indicators may be

(partially) quantified as follows:

¢ proximity: distance from the candidate station
e simttar temperature regime: correlation of monthly temperuture anomalies between
candidate station and comparison station

¢ long record: number of months with data al both candidate and comparison station

There 1s no simple cbjective method of quantifying the homogeneity of records at
comparison stations, without subjecting them to the same procedures as the candidale
stations. In practice, as candidate stations have been chosen on the basis of having a
potential high-quality record in the first place, the length and homogencity of the record

at comparison stations is likely to be less than that of the candidate station.

There are a total of [587 stations in Australian with some maximum or minimum
temperaturc data, although many of these have short records {(some only a few months or
years). This number makes it impracticable to assess the individual merits of each station

as a comparison station subjectively, making objective criteria desirable.
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There is no simple way of determining the homogeneity of the data at all of the
comparison stations (as, at this point of the analysis, we have no homogeneous data sets
with which to compare them). The use of a large number of neighbouring stations,
however, will minimise the impact of an inhomogeneity at any one comparison statton on
the reference series, unless there is an inhomogeneity which affects a large number of
stations simultaneously. Torok {1996) notes the introduction of the Stevenson Screen
through much of Victoria in 1908 as one such inhomogeneity, however, very little of the
data used in this study were from the pre-1908 period. The introduction of daylight saving

1s another possible large-scale inhomogeneity and was discussed further in section 3.3.

One method of minimising the impact of a discontinuity in a comparison station is to use
a ttme series of month-to-month changes in tempcrature anomaly, rather than the
anomalies themselves. This has the advantage of confining the impact of a discontinuity
at a comparison station to a single data point (the month in which the discontinuity
occurs), but, as discussed later, has disadvantages which outweigh this advantage when

used for monthly data,

As potential comparison stations with long, continuous recerds are few and lar between
(and non-existent in many cases), there will be changes through (ime in the sct of stations
from which arcference sertes is compiled. Again, as long as there are a large number of
comparison stations, one station entering or leaving the series should not affect the series
greatly. A potential discontinuity arises if a large number of stations enter or leave the
reference series simultaneously. As noted in Chapter 2, there are three occasions on
which dala commences or ceases from a large number of stations simultancously: 1908,
1957 and 1965. The 1957-1964 break in data at many stations, especially in New South
Wales, is of particular interest to this study. A spurious discontinuity in the reference
series, if any arosc from this cause, could have two effects: it could cause a spurious
inhomogeneity to be identified at the candidate station in 1957 ar 1965, or it could mask a
genuine inhomogeneity around that time. The former is of limited relevance as, in such

cases, the adjustment scheme in section 4.2.2 will produce a near-zero adjustment. The

latter 1s of greater concern.
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Torok (1996), who uscd a similar set of criteria for the choice of comparison stations,
carried out a series of tests in which he computed a reference series using different values
tor the station selection criteria. While the method of compilation of his reference series
differs from that used here, and therefore his findings should be applied to this study with
some caution, he found that the choice of slation selection criteria, while affecting the
absolute valuc of the reference series, did not have any effect on the location of

discontinuities, which is the mutter of interest here,

The sclection criteria eventually used in this study for comparison stations were:

+ nominal distance between candidale and comparison slalion < 6 units

» correlation of monthly temperature anomalies between candidate and comparison
station > 0.6

o at least 120 months {not nccessarily continuous) of overlapping data between the

candidate and comparison station

For the purpose ol this section, the nominal distance, ¢, equales to the straight-line
distunce assuming the latitude-longitude grid to be a regular grid, and is calculated using

the (ormula:

o = (latitude of candidate - Jatitude 01’compurison)2 + {longitude of cundidale - longitude

. . q
of compartson)”

The nominal distance, rather than actual distince, is used in this section for computational

simplicity,

This is not strictly equivalent to distance, as the distance between longitude points on
such a grid decreases with increasing latitude, but is much simpler to handle
computationally than is distance. 1° of longitude equates to 109 km at latitude 10°S and

79 km at latitude 45°S. 1° of Jatitude equates to 111 km everywhere. A value of d =6
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equates to between 530 and 670 km over mainland Australia, depending on latitude and
direction. Note that a side-effect of this method of calculating distance is that, in northern
Australia, comparison stations are considered from a slightly wider radius than they are in

the south, which compensates in part for the north’s lower station density.

As potential comparison stations had data covernng differing periods, the monthly
temperature anomalies for a station, as used for the calculation of correlations (r), were
calculated with respect to means for all available years at that station, rather than using a
standard normal (1961-90, for instance), which would have excluded stations with

insufficient data in the 1961-90 period but more data in earlier years.

The next issue to resolve is how to combine the data from all of the comparison stations
mto a reference series. There are a number of methods of varying sophistication of

achieving this. Desirable attributes of the combination scheme include:

¢ insensitive to outliers
e representative of conditions at the candidate station

¢ computationally simple

The most computationally simple scheme is an arithmetic mean of the temperature
anomalies at all candidate stations. This, however, fails to meet the second desiruble
attribute, us a well-correlated station near the candidate station will have the same weight

as a distant, poorly-correluted station (in as much as such are allowed by the selection

criteria).

Torok (1996) uses the median of the interannual differences of temperature at each
station in the reference series, and then uses these median differences to reconstruct a
reference scries. This was the first approach attempted in this study. One major difficulty
with such an approach is that a sum of interannual differences is sensitive to small
variations at the start of a record (when data are relatively scarce) and that small errors
(for example, in rounding) can accumulate over the course of arecord. Even at the annual

timescale, the sensitivity is such that Torok found that a small change in the criteria for
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selecting comparison stations resulted in a 3.4°C change in the 1990 value of the
reference sertes for minimum temperature al Mildura. This compounds considerably
when monthly data are used, as the number of data points increases twelve-fold. It was
found in trials that using re-summed interannual differences frequently resulted in
cumulative anomalies 1n excess of 10°C by the end of the record. While this does not
matter if the points of discontinuity are still apparent (as was the case in Torok’s work for
annual data), the existence of such an artificial trend is clearly not desirable in areference

series and the use of intermonthly differences was therefore not considered {urther.

Returning to the usc of the temperature unomalies themselves in a reference serics, the
simplcst methods or combining them are using a median or weighted mean. A median
has the advantage that it is less sensitive to outliers than is a mean. Its disadvantage is that
there is no simple way of weighting a median to give greater weight to ncarby stations (or

well-correlated stations) than more distant stations.

A weighted mean was ultimately used. This used the weighting function:

W= (rx (6-d)), r>06,d<6
w=0,{r<060rd>6

The requirements for such a weighting function are that it give greatest weight o nearby
stutions which are well-correlated, but not to such an extent that a single station located
very close 1o the candidate station would dominate the reference serics (which would give
excessive weight to any anomalous months orinhomogeneilies at this station}. To give an
example of how the function behaves with increased distance from, and decreased
correlation with, the candidate station, the weighting function, w, used has a maximum
value of 36, while a stalion with a 0.8 correlation of mean monthly temperatures with the

candidate station and at a distance ¢ = 3 produces a w value of 5.76.

The resultant weighted mean temperature anomaly is given by:
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a=(Xwa}/{Ew;) ,where a;is the temperature anomaly for the month at station { and

w; is that station’s weight.
4.2.2.1.2. Using the reference series to identify inhomogeneities

The first step in using the reference serics to identify inhomogeneitics is to produce atime
series of the difference between the monthly values of the reference series and the
monthly temperature anomalies at the candidate station. Discontinuities in this lime series
of temperature difference will indicate the location in time of potential inhomogeneities
of temperature at the candidate station. It is important to note that the procedure followed
in this section 1s used only to identify potential discontinuities, and that other procedures
{which are described in section 4.2.2) arc used to adjust the data for these polential
discontinuities. As such, it is more important to identify all potential significant

discontinuities than itis to exclude discontinuities which are not statistically significant.

There have been many statistical tests developed, as discussed in Chapter 1, both inside
and outside the field of climatology, for the purpose of identifying discontinuitics in ime
series. The test used for this section of the analysis was the two-phause regression model,

based on that used by Solow (1987) and Easterling and Peterson (1995).

The two-phase regression model is carried out as follows:

A segment of the time series {initially, the whole series) is taken. Taking i and j as the
staring and finishing points of the segment and d; as the value of the difference time
series in month &, for each point & between 7 and j, regression was used to [it separate
Imear relationships to each of the two parts of the segment between months i and &, and
between (k+1} and J. The two regression lines were not constrained to meet between
points k and (k+1) (as carried out by Easterling and Peterson, but not by Solow). A

residual sum of squares was then calculated for the two relationships. The formula for

this was:
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K j
RSS 6= D dw-(ar*bym) )+ > (dn-(artbym) f

m=i m=k+!

where ty, tr, by, b were the regression cocfficients for the two
relationships
. wus the value of the difference serics in month m

The value of & which minimised the value of RSS;; was flagged as the value of a
poicntial discontinuity, providing that & was between (i+18) and (j+/8), that is, all
Nagged discontinuities were required to be at least 18 months apart. (This is to prevent a
single anomalous month near the start or end of a record from being identificd as a

spurious inhomogencity).

The significance of the two-phase fit was estimated using the likelihood ratio statistic

RSS,- RSS:
3
RSS:
n-4

from Solow (1987):
where RSS, s the residual sum of squares for a single lincar {tt ol the time series over
the {ull inlerval

RSS; is the minimum valuc of RSS,, as determined above

" is the number of data points in the full interval

This test statistic is F-distributed with 3 and (n-4) degrees of freedom. The 99%
significance level of such an F-distribution is 3.78 for 1 = <0, increasing to 3.95 for n

=120 (i.c. 10 years of data), 4.13 for n=60 and 4.72 for n=24, with the effective number
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of degrees of freedom (and hence the effective value of n) possibly being further reduced
if the difference series is autocorrelated. It follows from this that all discontinuities
significant at the 99% level must have a U-value of at least 3.78. For the purpose of
identifying potential discontinuities, all discontinuities with a U/-value greater than 3.78
were flagged, for computational simplicity, regardless of the value of n. This will result in
some non-significant discontinuities being flagged, particularly where n is small. As
discussed earlier in this section, this should not greatly affect the resulls, as the

adjustments for such non-significant inhomogeneities will be small.

The procedure was then repeated for the two parts of the time series separated by the

flagged discontinuity. This process was repeated for each segment until cither:

(a) a segment contained no discontinuity significant at the 99% level
(b) the time period between the start and end of a segment was less thun 36 months
or {c) there were fewer than 10 data points in a segment {this could happen in a scgment

which satisfied (b) if there were missing data.

All significant discontinuities identified by this procedure were then checked against «
graph of the difference series. Some of the ‘discontinuities’ were thus found to be aresult

of data ‘spikes’ lasting for a few months. In such cases the data for the months concerned

were deleted and the ‘discontinuity’ ignored.

An example of a plot of the difference series for a station, and the discontinuitics thus

identified, is given in Fig. 4.2,
4.2.2.2. Adjustment for discontinuitics

Once potential inhomogeneities in the monthly mean terperature time series are
identified, the question arises of the most appropriate method of adjusting the data in
order to produce a homogeneous seties of daily temperature data. This was discussed at
length in section 3.2. In brief, any adjustments based on monthly or annual mean

temperature data may be inappropriate for daily data, as they implicitly assume that any
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event at & station which leads to an inhomogeneity will result in the same change in
temperature on a day, regardless of the conditions on that day. It is shown in section 3.2
that this 18 not a valid assumption, and thus applying adjustments based on mean monthly
or annual temperatures will not necessarily result in the creation of a homogeneous daily

time series.
The method of frequency distribution matching, as discussed in section 3.2, was used
throughout (except where there were no adequate neighbouring daily data - these cases

are discussed later). Its implementation was as follows:

(a) When overlapping data exist

This method was used where overlapping dataexist on cither side of the inhomogeneity -
for example, where a composite is being created of two neighbouring sites and the [irst
site did not close until some time after the second site opened. Examples of this include
Moree (Post Office closed 1966, Met. Office opened 1964) and Longreach (Post Office
closed 1973, Met. Office opened 1960).

For the period of overlupping records, the frequency distribution of maximum and
minimum temperature for cach of the 12 months was calculated for cach of the two
stations. The 5, 10, 15, ..., 95 percentile values were calculated from this distribution lor

cuch station 1n cach month.

If' we tet these points be 7754, where 7 is the month, j the station and & the percentile level
(for example, Ty ;. 7 would be the 70th pereentile of temperature at station | in March),

then we can define the difference in the percentile values:

d:',k = T;'J',k - T,‘Jrk, fork= 5, 10, 15, . 95.

This was extended to all values of & by linear interpolation between the successive
percentile difference points between k=5 and k=95, and by setting di; = d; 5 for k<5, and
dix = d;gs for k>95.
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Once this set of difference points was calculated for a pair of stations, the older station’s
data were then adjusted to be consistent with that at the later station. This was done for
each temperature at the older station, T, by finding its percentile level, m, in the
frequency distribution of data for the overlapping period. In the cases where T lies
between T, s and Ty g5 , din Wwas found by linear interpolation between the vatues of dig
and d, 4.5 for a value of & (where & is a multiple of 5) such that the relationship 7} 4+ <T;
<T; 15 is satisfied,. Using this value of d;,,,, the adjusted temperature T can then be

found by using;

=T +dy

If T lies outside the interval between T}, s and T s o5, then the same equation may be

defined using d; s or d; o5 as appropriate.

In the period when data only existed from the first station, 7> was taken as the adjusted
temperature. On days during the period of overlap when data existed [rom both stations,
the adjusted temperature was taken as the mean of T5 and the tempcrature at the second

station.

{(b) When overlapping data do not exist

This technique was used either where o discontinuity was identified in 4.2.2.1 without a
change In station number, or where two separately numbered stations were being
combined into a composite with little or no overlapping data between the two. In the case
of a single-station discontinuity, the data from before and after the discontinuity were

treated as if they were from two separate stations,

For each pair of stations, up to four neighbouring stations were identified with

(preferably) at least five years of continuous data on either side of the

change/discontinuity.
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For a given temperature T at the first (older) station, a ‘nominal’ temperature was
calculated for each of the neighbouring stations, 7, forn=1,2,3 4. This was done using
the same procedure as used in calculating 73 in part (a). In these cases, the period of
overlap used for calculating the overlapping frequency distributions was the 3 years
ending on December 3] in the year prior to the discontinuity, unless these 5 years
included another identified discontinuity, in which case only data after that second
discontinuity were used, The 5-year period was used to maximisc the amount of available
comparison data whilst minimising the possibility of a discontinuity at the comparison
station distorting the frequency distribution there, while the choice of December 31 as the
end-point was aimed to minimise the possibility that data from after the point of
discontinuity would be included in the comparison, should the actual discontinuity be a

few months carhier than the position identified by the procedure in section 4.2.2.1,

Each of the nominal temperatures Ty, was then adjusted to be equivalent to a temperature
at the second candidate station T3, , again using the sume procedure, this time with the
overlap period being the 5 years commencing on January 1 in the year following the
discontinuily, or the period ending at the next identified discontinuity at the candidate

station il that is within the S-year period.

The linal adjusted temperature, T3, was then caleulated as the mean of all of the values of

Ty, for the various values of .

(¢) Adjustment using mcan monthly values

In some cases, mostly in the period priorto 1957, discontinuities were identificd using
monthly temperature data by the procedure in section 4.2.2.1, but therc were little or no
digital daily data available from neighbouring stations for use in the procedures used in

cases (a) und (b).

In these cases, it was necessary to adjust the daily temperature data using monthly data.

As alrcady discussed, this is not an ideai solution, as such adjustments will capture
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changes in mean temperature, but not its variability, but it is the best solution possible

with the data available.

The mean of the difference series (defined in section 4.2.2.1) was found for each of the 12
months in the 5-year periods ending on 31 December of the year prior 1o the
discontinuity, and commencing on 1 January on the year following it. The difference
between these means was then calculated. Each of the daily temperatures prior to the

discontinuity was then adjusted by the appropriate monthly difference for that month.

4.2.3. Spatial analysis of data for error detection

The final step in the creation of the high-quality daily temperature data set was an
additional spatial analysis of the data. This was done by interpolating daily temperature
anomalies at each station onto a [ x 1 degree latitude-longitude grid, and examining plots
of the gridded data for points where the data differed substantially from that at
neighbouring grid points. On a plot of gridded data, this will appear as a ‘bullseye’. This
test is useful in examining days on which there are no data from the comparison stations

used in 4.2.1.3, but the data still differ substantially from that at stations further afield.

The first step in this process wus to create the serics of daily temperature anomalies at
each station. Anomalies werce used in this process rather than the actual temperutures, mn
order to make use of more spatially coherent data and mimimise the extent to which
suspect data points were being masked by real temperature gradients, which can be very

sharp near the coast and in regions with high local relief,

The adjusted data derived in 4.2.1 and 4.2.2 were used throughout. In order to prevent
contamination from the analysed data by urbanisation, Sydney, Melbourne, Adelaide and
Perth Airport were not included in the analysis. As all of these stations have digitised 3-
hourly temperaturc data available for the full post-1957 period and are located in areas of
high station density, it was assumcd that any errors at these four stations would be
detected by the methods used in 4.2.1. As many of the daily data sertes commenced in

1957, the gridded analysis was commenced in that year.
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The maximum and minimum temperature anomalies were cajculated using a smoothed
mean for the day of the year in question. These smoothed means were calculated by
calculating the mean maximum and minimum temperature [or each day ol the year for the
30-year period between 1961 and 1990. These daily means were then smoothed using an

| i-day running mean.

The Barnes successive correction technique was used to interpolate the daily temperature
anomalies at each slation onto a regular grid. This technique is used for operational
rainfall and temperature analyses in the Burcau of Meteorology. Major references lor the
technigue include Kach et al. (1983), and Barnes (19944, 1994b), while applications in
the Australian context include those of Jones and Weymouth (1997), Mills et al, (1997}

and Jones and Beard {1998).

The technique is discussed in more detuil, and compared with other techniques for
interpolating data onto grids, in Chapter 8. For the time being, it will sullice to describe

the tlechnigue as it has been applied in this study.

Four passes, with varying length scales, of the successive correction technique were used.

The a-th pass was defined by the equation:

Izw(r)(?'(k) T 1 5(k), ¥(k)))
1ol )= T i )+ 42 K
Y w(r)
k=t
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At each pass g, the value of the analysed temperature anomaly T at a grid point {i,j) is

given by:

rz
Dz)

w(rj=-exp(log,(0.5)
Y

where w(r) is a weighting function given by:
and  T{k) 15 the temperature anomaly at station &

N is the total number of stations

T, (x{(k), v{k}) isthe analysed temperature at the co-ordinates {x,y) of station K on

the a-th pass
s is the distance between station & and the grid point (7,f)
4 1s a convergence value whose value 15 varied with each pass

15 a length scale parameter chosen such that wfr) = 0.5 wheny=1

The parameters which can be varied, depending on the purpose ol the analysis, are the
first-guess feld T, (£,7), the number of passes, the scale parameter D and the convergence
parameter y. In this analysis, climatology was used as the first-guess field and thus the
temperature anemaly Ty (7,j) was set o O for all # and j. Four passes were used with D =
300 km and ¥y = 1.00, 0.36, 0.04 and 0.04 for the four passes. This corresponds (0 an
cffective tength scale (the distance r at which w{r) = 0.3) of 500, 300, 100 and 100 km

respectively.

The analysed value of T at each station, T, (x(k), y(k)), was interpolaled from the four

surrounding grid points using an order 2 Lagrangian function.

In this analysis, w(r) was set to O for all » > 1000 km in euch of the passes, in order to
prevent the possibility that a very remote station might influence an analysis point
excessively if any data were missing in data-sparse areas (for example, if no observation
was made at Giles the nearest stations that could be used on that day would be Alice
Springs, Rabbit Flat (post-1969), Forrest and Meekatharra, and there would be some grid

points which would be more than 500 km from the nearest station). This proved to be a
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largely unnecessary precaution as the most remote stations used, Giles and Alice Springs,

both hiave a very low proportion of missing data,

The calculation of 40 years of gridded temperature data was computationally intensive - it

took approximately 3 hours to run on the Bureau of Meteorology’s NEC supercomputer.

Once the gridded data are generated, the next question is how to use them in order to
identify erroncous data, As discussed earlier in section 4.2, 1, it is not possible (o use
compuarison technigues Lo be able to state positively that an obscrvation is right or wrong;
rather, the techniques presented are used to flag potential crroncous data for further

examination.

There are two possible automated techniques for detecting erroncous data: cross-
vatidation and examining the dilference between the value at a certain grid point and
those at grid points a given distance away, with differences above a certain level being
flagged. Cross-validation is an approach often vsed with operational analyses and is the
most objective method of flagging crroncous datu. However, when 40 years ol data are
being examined, the computational requirements of re-analysing the data with cach of the
stations successtvely deleted becomes impracticably great (given the computer time
required lor a single analysis). Using some kind of difference criterion on the existing
gridded set could be Teasible, although one complication that would need to be resolved is
that cach station has a different “Tootprint’ of grid points that are influenced by an
erroncous value at that station (for example, Fig. 4.3 shows the impact of an observation
al Cunderdin, WA which was approximately 5°C too low), with the more remolte stations
imfluencing a larger arca than those in denser parts of the observational network, and any
fagping scheme would have Lo find some way of ensuring that the comparison gridpoints

were oulstde that footprint.

In this study, each of the daily analyses was examined manually. This was a time-
consuming task but did allow potential erroneous gridpoints to be readily identilied. In
general, areas where the temperature anomaly differed from that analysed in the wider
region by more than 4°C were regarded as suspect and the station(s) within them had their
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data subject to further examination, along the lines of the procedures used in 4.2.1. Any

data identified as erroneous after that step were deleted from the final data set.

4.3, Summary

In this chapter, a high-quality daily temperature data set has been defined. This data set
will form the foundation of rernaining analyses in this study, including the analysis of

trends in the frequency of extreme events and the relationship between the frequency of

extreme events and the El Nifio-Southerm Oscillation.
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Chapter 5

The Australian record high temperature - fact or fiction?

3.1. Introduction

The temperature of 53.1°C recorded at Cloncuiry on 16 January 1889 has been generally
accepted as the highest temperature recorded in Australia. In more recent times
Australia’s hottest days have been recorded in other regions of the continent, giving rise
to suspicions about the authenticity of the Cloncurry record. This temperature has not
been approached since 1910, which 13 regarded as the earliest date for which one can
have confidence 1n the full Australian climatological record, because of instrument
changes, and the ewliest date at which reasonable spattal coverage 1s available in
Australia (Torok and Nicholls, 1996; Torok, 1996). In the post-1910 period, there have
heen only three observations of 50°C or greater, the highest being 50.7°C at Oodnadaita
on 2 January 1960. If this reduction in the [requency, and change in the location, of
extreme high temperatures 1s real, it represents a potentially significant change in the
Australian climate over the last century, particularty in the light of substantial cvidence

that mean temperatures have warmed since 1910 (Torok and Nicholls, 1996).

Reasonably comprchensive national records of daily maximum and minimum
temperature are available in digital form since 1957, Fig. 5.1 indicates (he sites where
temperatures in excess of 48°C have been recorded since then. These are concentrated in
two regions, the central west of Western Australia and a belt extending north-cast o
south-west [Tom the [ar south-west of Queensland and north-western New South Wales to
the Nullurbor region of Western Australia and South Australia. The nearest station Lo
Cloncurry to have reached 48°C since digital daily records are available is Birdsville,

approximately 600 kilometres to the south.

There have been some past investigations of the Cloncurry observaton (e.g. Longton,

1975). These, however, were confined to checking that the reading was correctly
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transcribed from the original manuscript, and did not consider the possibility that the
observation may not have been a true indication of the temperature on that day. Longton

(1975) found no evidence that the observation was incorrect.

Daubts about the validity of extreme high and low temperatures are not confined to
Australia. Fantoli (1958) and Whittle (2001) raise queries about the gencrally accepled
highest temperature in the world, an observation of 58.0°C at Al Azizia, Libys, in
September 1922, whilst Stepanova (1958) discusses doubts about the lowest temperature
recorded in the {former) Soviet Union, noting that several observations widely quoted in
non-Soviet sources had no known basis in the Soviet literaturc - something which
illustrates that an extreme observation, irrespective of how suspect its original basis was,
is very difficult to reject once it appears in the literature. Court (1963) notes that some
extremes (specifically, the North American record low) were recorded at temperatures
outside the design range of the instruments used, introducing additional sources of

uncertainty.
5.2. Historical background of Cloncurry and comparison stations

A meteorological station was opened at Cloncurry in Tanuary 1888, Many Queensland
stations were being opened at the time, The Queensland Metcorological Burcau was
established in Jaunuary 1887 as a branch of the Post and Telegraph Department, and by
mid- 1888 more than 100 stattons were operating (Donaldson 1888). These stations were
divided at the time into threc categories, these being first, second and third order stations.
Amongst the equipment noted as being supplied to first and second order stations was a
‘Stevenson's double-louvred thermometer screen’, while the notes for third-order stations
simply specilied ‘a thermometer screen’. This distinction may or may not have been
intentional. The report has been interpreted as meaning that all stations in Queensland
were using Stevenson screens by 1888 (e.g. Parker 1994), but the distinction in wording
suggests that any implication that Stevenson screens were in use at third-order stations is
open to doubt. Cloncurry was a third-order station in 1888, as were the other two stations

whose data are used in this paper, Boulia and Winton. By 1892, it had becn upgradedto a
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Fig. 5.1. Stations which have exceeded 48 degrees C since 1957




sccond-order station (Wragge, 1892). The locations of these stations are given in Fig. 5.2.

The catalogue Climatological Stations: Queensland and Tasmania (unpublished journal:
lodged in the National Meteorological Library at the Bureau of Meteorology) notes that a
Stevenson screen was installed at Cloncurry on 6 February 1889. Tt is possible that this
could have been a replucement for an existing Stevenson screen but, as the station had
only been in existence for {3 months at the time, this seems unlikely. The more probable
scenario is that some other kind of stand was in place at Cloncurry (rom the opening of
the station until 6 February 1889. The note for 6 February 1889 also indicates against the
supply of a Stevenson screen: ‘old screen presumably uscless’ and further that the
maximum and minimum thermometers were ‘defective’. It is not clear for how long prior
to 6 February 1889 the instruments or screen (of whatever type it was) had been

defective.

A Stevenson screen was installed at Boulia on 13 March 1896, although, as at Cloncuiry,
it 1s not definitcly known what type of screen was in use prior to this date. No monthly
mean temperature records for Winton appear in the Bureau ol Melcorology’s archives
priorto 1938, butentries in Climatological Stations: Queenstand and Tasmania suggest
that the station has been open since 1888. A Stievenson screen was supphied there on 4
December 1891, [t was a third-order station, which again opens the possibility that the

screen in use there in 1888/89 may notl have been a Stevenson screen.

Parallel records of monthly mean maximum temperature were obtained from the Burcau
ol Mcteorology's digital archives for the Clancurry and Boulia sites for the period [rom
January 1888 to the closure of the Cloncurrysite in 1975, The Cloncurry site moved from
the Post OfTice to the airport in 1950, but Torok (pers.comm) did not find any ¢vidence of
adiscontinuity in mean maximum temperature arising from this move; nevertheless, post-
1950 records have not been used in the comparison of monthly mean temperatures
between the two sites. Records of monthly mean maximum temperature for Winton are
only available in the Bureau’s digital archives from 1938, and are not used in this study,

Digital records of daily maximum (and minimum) temperature are only available from
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1939 at Cloncurry and 1957 at Winton and Boulia, but copies of original manuscripts
were obtained for Cloncurry and Winton covering the period between November 1888

and January 1889.

5.3. Comparison of monthly mean temperatures between Cloncurry and Boulia

Fig. 5.3 shows the difference in anomalies of mean monthly maximum temperature
(measured relative to the means from the period of digital daily records) between
Cloncurry and Boulia over the 1888-89 period. This shows that Cloncurry’s mean
monthly maxima were anomalously high from November onwards, reaching a peak in
December and January. The mean for December 1888 at Cloncurry is cited as 41.1°C in
the Bureau of Meteorology records, but the mean of the daily maxima for the month was
44.7°C. This suggests that the mean was identified as suspect and adjusted at some stage,
possibly at the time of initial processing. This was not an uncommon practice at the ime
(Torok, pers.comm.). Despite showing an even larger anomaly relative to Boulia, the
January 1889 mean was not adjusted, perhaps because the absolute temperature was
lower (42.9°C) and therefore did not arouse suspicion. Furthermore, numerous medid
reports of heatwaves in the 1920's and 1930's, as well as a letter written in {938 by the
then Commenwealth Metcorologist, W.S. Watt, refer to the Australian rccord high
temperature as being 125°F (51.7°C) at Bourke, suggesting thut, at the time, the

Cloncurry ohservation may not have been recogntsed.

A multiple regression was carried out, using data from the period between 1890 and
1950, to esumate the mean January maximum temperature at Cloncurry using mean
January maximum temperature at Boulia (correlation with mean January maximum
temperature at Cloncurry, r,=0.80) and total January monthly rainfall at Boulia (r=-0.62)
and Cloncurry (r=-0.70) as the independent variables. Fig. 5.4 shows this regression,
which explained 84% of the variance in the Cloncurry mean maxima. This procedure
predicted a January 1889 mcan maximum temperature at Cloncurry of 38.4°C,which was
4.5°C, or 3.82 standard deviations, lower than that actually recorded. The residuals for the
1890-1950 period are approximately normaily distributed; in anormal distribution, such a
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Fig. §.2. Location of stations used in Chapter 5
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Fig. 5.3. Difference in monthly mean temperature anomalies {Cloncurry - Boutia), 1888-1889
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value could be expected once in approximately 13,000 observations.

5.4. Daily temperatures at Cloncurry and Winton

Duily maximum and minimum temperatures were not readily available from Boulia for
the period of interest, but they were available from copies of original manuscript records
for Cloncurry and Winton for the period from November 1888 to January 1889. Fig. 5.5
shows the difference between the maximum temperatures at these siles over this period.
Over most of the three-month period, the 11-day running mean of the temperature

differcnce is near zero, but it exceeds 2°C in carly December and mid-January.

Fig. 5.6 shows the frequency distribution of the difference between the daily maximum
temperaturcs of Winton and Cloncurry during the period for which daily records arc
available for both stations in the Bureau of Mcteorology’s digital database (1957-1975),
on days when the temperature at Winton exceeded 40°C. The mean annual number of
such days is 29. The greatest positive difference observed on such a day in this 19-year
period was 2.8°C. The 1888-89 summer contained 17 days with temperature dilferences
grealer than this, reaching a peak of 8.6°C on December 6, 1888, On 16 Junuary 1889, the

maximum temperature at Winton was 49.0°C, 4.1°C lower than that at Cloncurry.

5.5. Possible explanations for the anomalously high temperatures at Cloncurry in

the summer of 1888-89
The evidence presented above suggests thal the maximum temperatures al Cloncurry

were unreasonably high during the summer of 1888-89, and in particular in carly

December 1888 and mid-January, 1889.
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The most likely cause of such a discrepancy is that the Cloncurry thermometer was
exposed to excessive solar radiation during this period. As noted previously, it is likely
that a non-Stevenson shelter was in use at Cloncurry at the time. If a Stevenson screen
had becn in use at Boulia, it would be expected that anomalously high maximum
temperatures would have been recorded at Cloncurry (relative to Boulia) throughout
1888, but there is no evidence of any such anomalies prior to November. This, together
with the documentary cvidence of Stevenson screens being instalied at all three stations at
later dates, suggests that non-Stevensen screens were in use at both Cloncurry and Boulia,
and probably at Winton as well. As noted earlier in Chapter 3, this was common al many

Australian stations at this time.

In particular, the Glaisher stand was in common use in many parts of Australiauntil about
1910, particularly in South Australia and the Northern Territory {Nicholls ct ul., 1996b;
Torok, 1996), although other stands and instrument exposures apart from the Glaisher
stand were In widespread use in Queensland during the 1880s (Nicholls et al. 1996b). The
Glaisher stand consisted of a vertical board, shaded from above, on which the
thermometers were mounted. It could be rotated to keep the instruments shielded [tom the

direct rays of the sun.

Stevenson screens progressively repluced other types of shelters through the period prior
to 1910. This process took place earlier n Queensland than in most other states (or
colopics as they were then), as the then Government Meteorologist, Clement Wragge,

was u keen proponent of the Stevenson screen (Parker, 1994).

Thermometers in a Glaisher stand were shielded from the direct rays of the sun, but were
still open to radiation from the ground, part of the sky and surrounding objects, and hence
higher mean maximum and lower mean minimum temperatures were recorded on them
than on those in a Stevenson screen, even when the stand was operated correctly (Laing
1977, Parker 1994). The difference in mean temperatures over 61 years of parallel

obscrvations at Adelaide was approximately 0.2°C throughout the year for minima, and

ranged from 0.2°C in winter to 1.0°C in summer for maxima (Nicholls et al. 1996b),
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Furthermore, if the stand was not rotated as required, the instruments could be exposed to
direct sunlight, In temperate fatitudes this was most commonly a problem in the morning
and evening, but in the tropics the seasonal reversal of the direction of direct sunlight also
had to be taken into account. There have been no similar comparisons done over such
periods between the Stevenson screen and other types of shelters used in Australia, but it
1s reasonable to believe that any change of instrument shelter may involve a bias in

recorded temperaturcs.

The sun is south of overhead at Cloncurry (latitude 20°43” S) at local noon for the
approximate period 28 November to 18 January, and at Winton (latitude 22°24°S) for the
period 6 December to 8 January. This makes the period from 8 to 18 Junuary, during
which the record occurred, of particular interest, as the sun is south of overhead at
Cloncurry during this period, but not at Winton. If both stations were incorrectly exposed
to the south, 1t would be expected that they would observe anomalously high
temperatures for the periods when the sun was south of overhead, with the possible
cxcepuion of a few days at cither end of the period when the sun was approximately
direetly overhead at lTocal noon. Hence, Cloncurry would be expected to be too warm
Irorn fate November or early December to mid-January, and Winton rom mid-December
to carly January. It follows from this that the greatest temperature difference between the
sites would be expected in the period when the sun is south of Cloncurry but north of
Winton, in carly December and mid-January, and that little difference between the two
would be expected when both are too bot, around the time of the summer solstice. This is
entirely consistent with the results observed in Fig. 5.5. If Winton was also incorrectly
exposed Lo the south, as the minimal temperature differences in lale December suggest, it

also brings into question the Winton observation of 30.6°C on 14 December 1888,

There are a number of possible explanations for the thermometers being incorrectly
exposed to the south. As previously noted, the effectiveness of the Glaisher stand was
dependent on the conscientiousness of the observer in twning 1t to keep the thermometers
out of the sun’s direct rays. Observers needed to be particularly diligent at tropical sites,

where the sun is south of overhead (in the Southern Hemisphere) for a period during
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summer and the stand would therefore have to be tumed in the opposite direction to that
in which it was turned for the rest of the year. If Glaisher stands were in use at the two
sites, it is possible that the stand was not turned at either site to tuke the reversed direction
of direct sunlight into account and that the thermometers were subject to direct solar
radiation in mid-summer, or to excessive radiant encrgy from the shelter structure, This
would also be the case if the thermometers were mounted on a south-lacing wall, a
practice which Nicholls et al. {1996b) suggest was not unknown in Queensland at the
time. It is even possible that problems could arise in a Stevenson screen if the door is
facing south (as is the usual practice in Australia) and the door is left open for long
enough while observations are made for direct solar radiation to alfect the instruments.
This has been noted as a problem in recent times (Bate, pers.comm.), but there 1s no
evidence of it causing discrepancies of the magnitude of those observed between

Cloncurry and Winton in 1888/89.

5.6. Implications for the Australian record high temperature

All known daily maximum temperatures in excess of 50°C in Australin arc listed in Table
5.1, Of these, the 1877 Bourke and the Mildura and Eucla obscrvations are known to have
been taken using non-standard instrumentation (Crowder, 1995}, and the Cloncurry and
Winton observations are discussed carlier in this chupter. The Codnadatta, Wilcannia and
Mardie observations are known (o have been taken in Stevenson screens. The Oodnadatta
observation 18 consislent with other observations throughout the region. Four other
stutions exceeded 48°C on this day; Finke (48.3°C, a Northemn Territory record), Port
Augusta {48.3°C), Whyalla (49.4°C) and Marree (49.4°C). Its authenticity is nol in
scrious doubt. The Wilcannia observation is also consistent with other observations in the
region (such as 49.7°C at Menindee and 47.8°C at Cobar), and took place during a period
of exceptionally high temperaturcs in south-eastern Australia, which saw records set at
many centres, including Adelaide, Melbourne and Sydney. The Mardie observation,
which occurred very recently, also took place during a period of general extreme heat in
the region, with record highs being set at Port Hedland (48.2°C), Roebourne (49.1°C),
Pannawonica (48.2°C) and Onslow (48.0°C) either that day or the preceding day.
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Table 5.1. Known daily maximum temperatures of 50°C or greater in Australia

Temperature (°C} Station Month

53.1 Cloncurry January 1889
52.8% Bourke January 1877
519 Cloncurry December 1888
517 Bourke January 1909
50,8% Mildura January 1906
50.7* Eucla January 1906
507 Qodnadatta January 1960
50.6%* Winton December 1888
50.5 Mardic February 1998
50.0 Wilcannia January 1939

Obscrvations  previously  known o have been  taken  with  non-standard
instrumentation.
## The Winlon observalion has been cited as being higher in other sources, but these
laifed to take an index correction mto dccount.



This leaves the Bourke observation of 3 January 1909 remaining for consideration. The
catalogue Climatological Stations: New South Wales (unpublished journa): lodged in the
National Meteorological Library at the Bureau of Metcorology) indicates that a Stevenson
screen was installed at Bourke in August 1908. However, no other station in New South

Wales or southern Queensland is known to have exceeded 47.2°C on this day.

The original manuscript record for Bourke shows temperatures of 125°F (51.7°C)
observed on both 2 and 3 January. The observation on 2 January has been corrected on
the manuscript to 112°F (44.4°C), which is consistent with the temperatures over the
region, and with the [500 temperature of 110°F (43.3°C). The 3 Junuary observation was
not corrected. However, 3 January was a Sunday, and no other observations were made
on this day (as was the usual practice at Bourke, and many other stations, at the time), It
is therefore likely that the observation is actually the maximum temperature for the 48
hours to 0900, 4 January, and therefore it would be affected by the same error which was
corrected in the case of the 2 January observation. Reports [rom those stations in the
regron which did take observations on both diys suggest that temperatures in the region

on 3 January were similar 1o those of 2 January.

Fig. 5.7 compares the temperature at Bourke with the mean of temperatures observed at
Thargomindah, Walgetl and Coonamble on days when the daily maximum temperature at
Bourke exceeds 40°C during the period 1959-95. The mean dilference is 0.5°C, and the
lurgest dilference observed during this 37-year period 15 4.1°C, whilc the dificrence on
Tanuary 3, 1909 was 6.9°C. This difference is sufliciently large 1o render the observation
suspect. As the screen and instrumentation are known to be standard, a possible cause of
any crror would be clerical or observational. Nicholls et al. {1996b) note that many
Stevenson screens used at this time were in poor condition, and some had split wood on
top which allowed direct sunlight to enter the screcn through the cracks, although the fact
that the screen was only a few months old makes this unlikely in the case of Bourke, and

the remainder of the month was not exceptionally hot compared with other stations in the
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region. An observational error is more likely.

5.7. Conclusion

It is likely that the temperature presently recognised as the highest observed in Australia
was notrecorded under conditions comparable with current standards. The most plausible
cause of the irregular observation appears to be a fajlure to adequately shelter the
instruments from incoming solar radiation during the period of the year when the sun is
south of overhead. If this was a widespread occurrence, it has polential implications for
the accuracy of climatic records throughout the tropics prior (o the introduction of the

Stevenson screen.
The highest temperature in Australia known to have been (aken under standard

condittons, and consistent with supporting observations irom other siles, is 50.7°C,

recorded at Oodnadatta, South Australia, on 2 January 1960.

120



Number

200

Fig. 5.7. Frequency distribution of difference in daily maximum temperature (Bourke - (Walgett +
Thargomindah + Coonamble)/3) on days exceeding 40 degrees C at Bourke, 1959-1935
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Chapter 6

Models for the frequency distribution of daily maximum and

minimum temperatures

6.1. The data set for use in this study

The data set used in this chapter is a descasonalised set of daily maximum and
minimum stations, with quality control carried out as described in Chapters 3 and 4,

chosen from the station network defined in Chapter 2.

The descasonalisation for each station was carried oul by computing a set of climatc
means for ecach day of the calendur year (including February 29) for cach station,
using the full period of record in each case. The means for each of these 3066 days
were then smoothed using an unweighted I1-day running mean. The deseasonalised

series for each day was defined as:
S_\',m,uf = "’T\',m,n’ - Nm,r.l’

where S0 18 the descasonalised daily maximum or minimum (as appropriatc)
temperature (heneelorth referred o as a temperature anomaly), 75,4 18 the observed
lemperature and N, 4 ts the smoothed mean temperature, for the d-th day of the m-th

month ol ycar y.

The major benefit of the use of deseasonalised data in the analysis of extremces is that,
in months in which the mean temperature changes substantially within a month, as
oceurs in spring and autumn in southern Australia (and even more so in continental
regions of higher latitudes, in the event of such an analysis being extended to themy),
data from the start of a month can be considered, to some degree of approximation, us
being drawn from the same statistical population as that from the end of a month. This
approach does not take into account changes in the variance of daily temperature
between the start and end of a month, but the variance shows a smaller annual cycle

than the mean at most stations (see Table 6.1).
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An unpublished study carried out by the author compared the use of an 1l-day
running mean to define daily temperature normals with six other methods, by
determining the root-mean-square error in using normals derived for the 1961-90
peried at a selection of 40 Australian stattons as a predictor for daily lemperatures in
1991-98. This found that six of the scven technigues tested (an 11-day running mean,
an 11-day binomnial filter; the fitting of a cubic spline to the monthly means; the fitting
of three and five harmonics respectively to the monthly means; lincar interpolation
from the monthly means) produced RMS errors differing by no more than 0.02°C,
with only the unsmoothed mean of daily temperatures performing substantially worse
than these. It follows that the selection of technique from within those tested to define

daily temperature normals makes little difference (o the outcome.

6.2. Is the Gaussian distribution a satisfactory model for Australian daily

maximum and minimum temperatures?
6.2.1. The historical background

Historically, many studies of temperature have assumed, cxplicitly or implicitly, that
daily maximum and minimum temperutures follow the Gaussian  (normal)
distribution. In particular, this assumption is implicit or explicit in many studics of
extreme or threshold temperature cvents, notably those ol Mearns ¢t al. (1984) und
Katz and Brown (1992), although the former paper docs acknowledge the possibility
of a non-Gaussiun distribution without using it in any analysis, Kestin (2000), in her
study of  Australian temperatures, used the Gaussian  distribution  whilst

acknowledging that it did not perform well at the extremes.

The source of this assumption is unclear; it appears periodically through publishing
history, but without any systematic global study to determine whether it is a realistic
assumption. Typical of the statements in the literature is that of Klein and Hammons
(1975), who assert that ‘temperature is a continuous and nearly normally distributed
variable’, whilst Thom (1973) goes further, asserting (without any supporting
evidence) that studies finding a departure from the normal distribution were 'the result

of a lack of understanding of the statistical problem, i.e. that the data series must be a
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Slation Station name Annuoaf range of mean Annual range ol standard
numher deviation
Maximum Minimum Muxinm Miniinum

1021 Kalumburu 5.3 112 {3 29
2002 Halls Creek 12.0 12.5 14 2.0
3003 Broome 00 12.8 14 30
40032 IPort Hedland 9.8 12.9 1.5 2.0
5007 L_earmonth 13.8 12.6 1.7 1.2
5020 Willenoom 157 14.9 1.2 09
6Ot Carnarvon 10.5 12.7 2.1 1.9
7045 Muoeckatharra 19.4 17.3 1.5 0.8
B30 Dalwallinu 18.3 11.8 2.5 1.0
4051 Gerabdton 13.0 10.2 15 0.4
GOt Perth Alrport 14.4 9.1 2.9 0.7
Y3E Cape Lecuwin 7.2 6.4 1.2 0.4
1974 Albany 9.4 7.1 Al 0.7
i 0789 Esperance 9.6 7.5 13 0.9
10035 Cunderdin 17.7 1.6 2.0 0.9
10048 Wandering 16.9 104 2.6 0.8
11052 FFarrest 14.9 il.3 2.7 0.9
12038 Kalgnorhe 17.0 13.6 2.3 07
S130E7 Gles 17.3 15.0 1.3 HY
F4015 Darwin Airport 2.8 6.4 0.3 0.9
14825 Victuwia River Downs 9.4 138 6.8 32
15135 Tennant Creck 3.2 13.2 0.0 1.4
15548 Rabbi Fla 3.3 16.7 6.7 2.1
15590 Aldice Springs 6.7 17.0 09 2.0
16001 Woomera 17.4 13.3 2.7 Y
16044 Tarcooly 6.9 (32 2.7 I.1
170431 Muree 8.2 0.1 2.3 0.9
17043 Oaodnadutta 179 i7.1 1.8 |4
18012 Ceduna 1.1 9.7 4.1 |.5
18070 Port Lincaln 9.2 7.8 2.6 0.4
210406 Snowtown 5.7 9.5 3.0 1.3
22401 Cape Borda 9.5 3.3 2.2 1.2
23090 Adelade RO 13.5 (0.2 4.3 1.3
23373 Nurioula 5.5 0.6 34 1.3
2602 Muount Gambier 12.0 6.9 4.4 | §
26026 Rabe 8.6 6.0 26 0.8
27022 Thursday Island 35 29 0.5 04
2045 Wl 4.7 5.1 1 1.2
2RO Pulmerville 0.4 &3 08 |9
29004 Burkeworwn 8.0 [1.5 1.1 .Y
3045 Richmond 119 14.0 1.9 |G
RILHIN: Cuirns G.4 0.8 0.8 .6
3040 Townsvilie 6.4 10.9 04 2.0
33119 Mackay MO 8.8 10.7 0.6 1.9
34084 Charers Towers 10.0 12.1 0.6 1.6
36007 Barcatdine 13.3 5.2 1.5 2.1
RIGWRY Longreach 14.2 162 0.9 1.8
3010 Camoowedd 12.3 15.4 4.7 2.1
38002 Birdsvilic 17.9 7.9 1.5 0.9
38003 Boulis 154 16.8 {1 1.7
30039 Gayndah 0.7 13.8 0.7 2.0
39083 Ruaockhampton 9.0 13.0 0.8 2.5
30128 Bundaberg B.1 1.8 0.0 1.8
40004 Amberley 10.1 14.3 1.4 2.4
| 40223 Brishanc Airport 8.6 12.1 0.7 19

Table 6.1. Annual range of mean and standard deviation of daily maximum and
minimum temperature




Station Statien name Annual range of mean Annual range of standard
number deviption
Maximum Minimum Muximum Minimum

40908 Tewantin 78 113 1.0 i6
42023 Miles 13.6 16.4 i1 24
43109 St. George 154 16.1 1.0 13
44021 Charleville 156 17.3 a7 .8
45017 Thargomindah 18.0 17.6 17 []
46037 Tibochumra 18.1 16.2 l.8 0.9
43043 Wilcannia 17.6 15.6 245 1.2
48027 Cobar 18.2 15.3 22 1.5
48239 Bourke 17.2 16.0 L6 0.8
32088 Walgett 169 16.6 [.6 1.2
53048 Moree S 163 159 |6 .6
55024 Gunnedah 8C 158 139 L7 (4
560347 [nverell PO 14.3 15.5 1O 1.2
58012 " Yamba 7.7 10.9 1.0 no
59040 i Coffs Harbour 82 12.2 1.4 1.5
60026 Port Macquarie 773 12.2 1.0 1.6
1078 Williamlown 10.7 11.9 2.0 1.0
61089 Scone SC 14.2 12.3 23 a7
63003 Bathurst ARS [6.9 12.7 22 0.9
630012 Dubbe 177 15.1 |.8 1.1
66062 Sydney RO 8.9 10,7 1.8 0.6
67105 Richmond [2.5 13.5 2.8 1.0
68034 Jervis Bay 8.8 8.9 1.9 0.4
GROTH Nowra 0.4 10.0 2.8 0.5
69G18 Moruya Heads 7.8 13.7 1.7 0.9
70014 Canberra Atrpont t6.4 13.4 2.8 1.4
72150 Waggza Wagpa 8.7 13.4 2.6 1.1
72164 Cahramurea 16.7 11.5 1.7 1.9
73054 Wyalong 183 14.2 2.4 1.1
74128 Deniliguin 17.5 12.5 28 L6
76031 Mildura 17.3 1.8 24 £33
78031 Nhtit 159 0.4 35 b6
80023 Kerung (7.0 1.0 i P4
2030 Rutherglen 18.8 11.4 20 R
84016 Crabh Faluned 78 8.0 1.3 .6
84030 Orhost Q.6 v 33 R
85072 Sule 113 b4 30 0.6
35096 Wilsons Promontory 8.4 0.4 30 0.8
86071 Melboume [2.5 8.0 4.1 0.5
K703 Laverton 12.7 B9 4.2 b0
900135 Cape Otway 8.5 6.7 R [0
91057 Low Hed 9.9 7.7 £ 1.0
01104 Lanticeston Airport 2.3 7.8 4 7
92045 Fddystone Point 7.8 74 [.] 1.2
G4010 Cape Bruoy 7.7 0.4 22 0.5
04029 Hoburt RO 0.0 1.0 22 G.6
4069 Girove 10.6 1.5 2.5 (16
06003 Butlers Gorgre 11.6 i 6.7 13 0.7

Table 6.1 (cont.). Annual range of mean and standard deviation of daily maximum
and minimum temperature




climatological scries’, where he defines a climatological series as 'a homogeneous
scries of values of the predictand variable, one value taken from each year’. The
WMO Guide to Climatological Practices (1983) also suggests a hearly normal’
distribution for daily maximum and minimum temperatures. The assumption may be
founded on the climates of western Europe and the eastern United States. A number of
local studies (e.g. Bruhn et al., 1980) have found that daily temperatures in specific

regions and seasons are approximately normally distributed.

As the methodology of Katz and Brown forms a substantial part of the theoretical
foundations of this thesis, the assumption needs to be evaluated for its validity under

Australian conditions.

6.2.2. Results of a study of the Australian data set

The question of whether the data are normally distributed is of more than trivial
consequence for the expected frequency of extreme temperature events., Table 6.2
shows the frequency of daily maximum and minimum temperature anomalies
departing from the mean by more than 3 standard deviations (defined as extreme
events in this seclion), using the standard deviation derived lor each calendar month.

In 2 normal distribution, the expected frequency of such events is 0.27%,

The results shown in Table 6.3 show that the assumption of a Gaussian distribution
for Australian data would result in a highly misleading estimate of the frequency of
extremes in many cases. The mediun frequency of maximum temperature anomalics
ot this magnitude across the 103-station network ranges from 0.47% in spring (o
(.57% in autumn, approximately double the expected value in a normal distribution.
In contrast, winter minimum temperature anomalies of this size occur with less than
half the cxpected frequency, with a value of 0.12%, although departures in other
secasons are less prominent. As a further indicator of the extent to which the normal
distribution fails to represent the expected frequency of extremes, 39 of the 103
stations have extrerme event frequencies below 0.07% (one-quarter of the expected
value) for winter minima, whilst for maxima, 28 stations have frequencies exceeding
1.08% (four times the expected value) in summer, and 2] in spring. High frequencies

of cxtreme maxima are particularly pronounced in coastal locations, whilst low
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frequencies of extreme minima in winter are most pronounced in Queensland (other

than the far north and west) and inland New South Wales.
6.2.2.1. Assessment of the normality of Australian daily temperature data

Five tests were carried out to detect departures of a frequency distribution from a
normal (Gaussian} distribution of unspecified mean and variance, applied to
Australian daily maximum and minimum temperature anomaly data. The tests used
are those of Kolmogorov-Smirnov (D), Kuiper (V), Cramér-von Mises (WZ), Watson

(Uz), and Anderson-Darling (A).

Full details of the tests are given in Appendix A. According to Stephens (1970) and
Pearson and Hartley (1976), in the tails of a distribution — an area of particular interest
in this study — A, followed by Wz, 1s the most powerful of the tests for detecting
deviations. The chi-square test, used in some literature (e.g. Grace et al., 1991), has
the limitations that the values it generates are dependent upon the (arbitrary) choice of
the width of the class interval used in the test, introducing an ¢lement of subjectivity,
and that it is extremely sensitive 10 a small number of outliers, irrespective of the
goodness-of-fit of the remainder of the distribution (although this is not necessartly a

disadvantage if the modelling of extreme outliers is the highest priority).

A full listing of the outcome of the tests is given in Appendix C (Tables C.1 and C.2).
The frcquency distribution of daily temperature anomalies, in an examination of the
103 stations for the 12 calendar months (1236 station-months in total), was found to

difTer from the normal distribution at the 99% level in all five tests:

- In 86% of station-months for maximum temperature

- In 81% of station-months for minimum temperature
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Station | Name ° Summer Autumn Winter Spring

number [Min_ [Max | Min | Max_| Min__| Max Min | Max
39083 Rockhampton 0.33 0.50 079 | 080 0.00 0.78 (146 0.48
39128 Bundabery 0.17 1.37 0.49 0.87 0.00 0.66 0.08 1.11
40004 Amberley 0.22 0.50 0.12 0.98 0.00 0.63 0.04 0.53
40223 Brishanc AP .12 1.10 0.65 1.16 0.00 1.02 0.34 1.37
40908 Tewantin | 0.35 1.56 (.83 1.18 0.00 0.97 0.22 0.75
42023 Miles 0.64 0.47 0.31 0.62 0.00 0.13 0.00 0.44
43109 St. George 0.10 0.87 0.03 0.57 0.03 0.06 0.03 Q.16
44021 Charleville 0.19 0.77 0.238 0.46 0.00 0.06 0.02 0.18
45017 Thargomindah | 0.21 0.55 | 0.06 .17 0.35 0.1t 0.03 0.08
46037 Tibuoburra 0.14 0.20 Q.14 0.15 0.45 0.18 0.14 0.08
46043 Wilcannia 0.24 0.23 0.5 0.09 0.21 0.38 (1L38 0.06
48027 Cobar ;016 0.36 | 0.00 0.14 0.22 0.41 0.16 (.05
48239 Bourke (.08 0.45 0.08 0.22 0.28 .41 0.11 0.03
52088 Walgedlt (.32 0.64 Q.09 0.48 0.23 (3.09 0.18 0.06
53048 Moree (.47 0.56 0.27 0.64 0.05 021 0.04 0.23
55024 Gunnedah SC 0.31 0.31 | 024 .61 0.07 (.20 0.3z Q.17
56017 Inverell PO 0.1l 0.31 0.08 0.83 0.14 0.25 (.03 .25
58012 Yamba 0.56 L.39 1419 1.03 023 (.83 0.21 1.81
59040 Colls Harbour 0.29 1.18 0.43 0.93 0.05 L90 0.21 1.30
60020 Port Macquarie .19 0,97 0.13 0.85 0.09 0.70 0.10 135
61078 Williamtown 0.20 0.62 0.02 0.71 0.09 (L.75 0.07 0.60
61080 Scone 5C 0.28 0.07 0.14 0.10 0.07 (.24 .31 0.10
63003 Bathurst ARS 0.16 0.10 0.04 (0.26 0.04 0.1 0.22 a.12
065012 Dubho 0.33 022 0.03 0.33 0.03 (.16 0.11 (.22
066062 Sydney RO 0.39 1.56 0.33 .79 0.50 0.61 139 0.99
67105 Richmond 0.38 C.12 0.15 0.54 0.09 0.77 0.09 (.16
GEO34 Jervis Bay 0.62 1.2} 0.35 .61 .58 0.57 49 1.07
OEOTG Naowri 008 | 1.19 0.21] 0.53 (.22 070 0.38 0.89

69018 Moruya | feads (141 2.37 0.35 1.13 0.45 (.89 0.25 213
TO(H 4 Canherra Adrport | 0.21 1 0.006 0.07 0.45 0.00 .49 0.11 0.27

72161 Cabramurra 0.00 41 0.06 0.50 {134 .25 0.22 0.06
72150 | Wapga Wagpl 0.24 .20 (.00 012 | 0.06 0.36 0.14 (140
73054 ) Wyalong 0.21 0.32 (.10 0.09 0.17 0.34 0.17 0.22
74128 Denitiquin .28 0.03 0.03 011 0.03 .60 0.19 (147
L7603 Mildura 0.26 0.04 0.13 0.09 0.15 .48 .37 (.43
78031 Nhill .31 (.06 0.00 0.19 0.6 1.12 (16 (.63
B3 Kerung 0.17 0.00 02! 020 §0.21 091 (.21 0.38
52039 Rutherglen 0.10 0.28 0.10 0.07 (.00 0.48 .18 0.42
D840 Gabo sland 0.29 .29 0.31 (.82 0.25 0.98 0.45 1.90
£4030 Orhosl 0.20 0.45 ; 0.08 022 014 0.42 (.25 0.43
85072 Sale 0.04 0.69 | 0.09 (L66 .22 0.87 .15 1.12

#3000 Wilsons Prom, 1.13 219 .66 1.29 1.06 1.28 1.27 1.82
Ra071 Melbourne RO 0.80) 0.08 021 0.27 - 0.08 .38 (.58 0.32

, 87031 [L.averton 0.64 0.10 0.02 (.23 \ (.06 0.71 (.37 0.66
90015 Cape Otway ).99 1.88 0.62 1.29 | 0.42 1.02 1.14 1.31
91057 Low Head 0.50 0.30 0.08 014 0.00 (.11 0.06 0.47

FO1104 Launceston AP 0.04 0.73 0.00 .29 000 (.44 0.02 0.58
. 02045 Eddystene Point | .33 ! 1.41 003 ;0.54 0.06 0.63 0.21 1.28

94010 | Cape Bruny 072 | 1.64 0.49 0.94 0.28 (.41 0.54 1.39
94029 Habart RO 0.60 1.27 0.18 (.56 0.21 0.18 0.39 1.04
94069 Grove 0.30 0.95 0.16 (.36 0.30 0.22 0.14 0.95

96003 Butlers Gorge .29 0.00 002 066 :0.12 Q.15 0.25 0.21

Table 6.2 (cont). Percentage frequency of maximum and minimum temperatures
more than 3 standard deviations from mean




Station | Name Summer Autumn Winter Spring
number Min Max Min Max Min Max Min Max

i 1021 Kalumburu 0.20 0.40 0.08 0.98 0.06 | 049 0.69 | 0.72
2012 | Halls Creck 070 |03 |079 113 lo2s [os1 {051 |os0
3003 Broome 0.56 1.58 0.23 0.82 0.00 .44 0.45 .47
4032 Port Hedland 0.51 0.19 0.18 0.90 0.02 0.65 0.41 0.02

| 5007 Learmonth 0.15 0.15 0.45 0.35 0.10 ; .39 0.70 1{0.15

[ 5026 | Wittenoom 0.12 1.32 gﬁ) ég_l! gég } g?: 8}1 (112{5)

£ b . . WA N s

| 6011 J Carnarvon 0.69 1.24 ) 27100 b4 o 130

I 7043 Meekatharra 0.24 0.78 0.16 0. . | 0. 2 .
8039 Dalwallinu 0.17 Q.17 0.20 0.08 0.03 ( 0.42 0.37 0.17
8051 Geraldton 0.24 0.06 0.14 0.12 0.06 ' 0.74 0.20 0.87
9021 Perth Airporll 0.27 0.02 0.13 0. l? 0}30 f :;Z:)} 3;; (1}:
b |coeme |42 (0|1 | o o
0741 Albany . . 0. . : L . .3
9789 | Esperance 028 1091 [027 |054 1038 [057 039|121

derds 0.28 | C.19 0.11 0.14 022 .61 0.20 (.34
10628 (\:a;la"ndcén% 031 (000 003 |on |o000 |03 |oos |03
11052 Forrest 1.05 | 002 ) L.72 0.13 .47 .52 (1.90 0.0E
i 0.6 | 030 0.22 002 | 020 1033 0.20 |00
iggig gfilfsoome 0.30 ‘ 1.18 'I 0.33 0.84 0.41 0.08 0.11 0.51
14015 | Darwin AP 0.08 0.74 | 0.70 1.15 0.29 ‘ 0.45 (.59 (1173
14825 Viet. R. Downs 0.68 0.47 j 0.43 070 0.00 0.20 0.21 S
15135 | Tennanl Creek 0.42 0.70 J .49 0.93 0.05 O.I? 0.25 U.gg
15548 Rabbit Flat 0.33 0.59 ) 0.12 1.39 0.00 0.29 0.08 0.32
15590 | Alice Springs 0.06 [1].:15(} ' g}g g:f:ll g%g 823 8:8 8'13
16001 | Woomera .28 Az (0.2 . . F 0. . .
16044 Tarcoola 017 0.13 0.6 .16 0.16 J 0.47 .48 0.06
17031 Marree 0.08 0.3 [ 0.08 0.11 L33 . 059 0.20 0.11
17043 Oodnadatta 0.05 0.46 f 011 0.2:l ggg J ::;i 8[1)2 gié
18012 Ceduna 0,36 002 014 0.2 . ] . 0. .
18070 Port Lincoin 0.45 1.74 | 0.27 | 1.45 34; | {l}g:’ {[;i; (1)?3
21046 Snowtown 0.33 0.00 . 0.15 0.06 .1 | 0. . 132
22801 Cape Borda | 1.88 .32 .72 | 0.50 0.23 (.53 0.91 0.87
23090 Adelaide RO | 0.73 0.00 .50 0.15 13 108t 0.67 0.25

f 23373 Nuritotpa ‘ 019 0.00 0.25 PO (.05 f (l.SF .36 ((:gi
26021 Muount Gambier 0.63 0.24 .28 0.57 010 _ .79 .46 .

I 260260 Robe I .68 1.14 ! 0.25 0.74 0.24 |l 42 0.12 0,77
27022 Thursday Island | 0.26 .44 | (131 (1.52 .56 |' (.85 0.31 0.91
27045 Weipa .18 (.48 .81 1.16 65 1091 76 .37
28004 Pulmerville 079 1.07 ‘ 0.57 1.24 .73 r 0.83 0.91 0.68
28004 Burketown 01.36 0.35 | 0.52 1.03 ‘ 0.7 '. (.49 0.52 0.61

| 30045 Richmond 0.67 097 026 1.25 0.03 [ .29 0‘2611 12:
310101 Cairns .55 L44 | 0,93 087 050 (.54 (.5 2

I 32040 Townsville 0.41 141 0.37 1.44 ‘ 0.10 | 1.09 (.43 1.52

133119 | Mackay MO 027 [065 051|083 000 (089 1020 044
34084 Charters Towers | 0,32 0.74 |I 0.42 0.95 .03 0.59 0.16 0.84
36007 Barcaldine 0.29 1.04 0.32 1.01 [ 0.00 f 0.23 0.35 0.42
36031 | Longreach 030 | 132 |0.29 120 000 ;0.6 0.00 | 0.47
37010 | Camooweal 0.47 0.61 0.12 1.16 ‘ 0.03 [ 0.28 0.20 1.08
38002 Boulia 0.19 11 0.45 1.01 [0.12 jo0l4 0.16 0.42
38003 Birdsville 314 | 0.79 [ 0.06 0.31 l 0.45 0.23 0.14 0.06
39039 | Gayndah .14 | 0.64 [ 0.14 0.79 | 0.05 | 0.52 0.22 0.47

Table 6.2. Percentage frequency of maximum and minimum temperatures more
than 3 standard deviations from mean

The expected frequency of such events in a normal distribution is 0.27%. Values exceeding this in the
table have been shown in bold type.



Summer Autumn Winter [ Spring
Min Max Min Mix Min Mix Min Muax
Number of stations with 59 74 4] 67 24 74 39 71
frequency: > 0.27%
< 007% 5 I3 15 3 39 3 10 10
> | 08% 3 28 0 26 0 3 2 21
Median frequency (%} 0.29 0.55 0.19 0.57 .12 0.48 0.21 (.47

Table 6.3. Summary statistics for frequencies of temperature anomalies
exceeding 3 standard deviations

Notes:
. There are 103 stations in total.
. 0.07% and | .08% are approximately % and 4 times, respectively, the expected frequency {ina

normal distribution) of 0.27%.




At least one of the five tests showed a departure from the normal distribution at the

93% level:

- In 95% of station-months for maximum temperature

- In 94% of station-mouths for minimum temperature

These figures are clearly far above those which would be expected by chance, and
indicate that it cannot be validly assumed that Australian daily maximum and

minimum temperature data are normally distributed.

6.2.2.2. The nature of the departures from normality

Figs. 6.1 and 6.2 show the skewness over Australia for maximum and minimum
temperature anomalies respectively {or sumple months in each season. The {ull listing

of skewness vatues is given in Table C.7.

Table 6.4 shows that the skewness of the distribution differs significantly from 0 at
the 5% level lor 84% of station-menths for maximum temperature, and 70% for
minimum temperature. Differences significant at the 1% level occur for B0% of
station-months for maximum temperature and 60% for minimum temperature. This

degree of skewness is common to all seasons.

As a very broad generalisation, maximum temperature tends to be positively skewed
in southern mainland Australia, and negatively skewed in northern Australia. The
boundary between the two regions displays considerable seusonal variation. In
summer and autumn, positively skewed distributions are found in thc immediate
vicinity of the western coast (except for the Pilbara coast in autumn), and the eastern
coast south of Fraser Island, as well as in a broader region within about 500
kilometres of the southern coast, and throughout Tasmania. The greatest positive skew
occurs at sites highly exposed to coastal influences, such as Cape Leeuwin, Cape
Otway, Wilsons Promontory and Moruya Heads, where the maximum temperature
regime 1s dominated by maritime influences, but where temperatures occasionally rise
to very high levels when strong offshore winds occur. The strongest negative skew in

summer is found over a broad region of western and central inland Australia centred
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on latitude 25°S, whilst in autumn it occurs north of 20°5. These are regions wheee
occasional rainy and/or cloudy days result in maximum temperatures woll below theee

which occur during the (more usual) clear conditions.

In winter, the skewness (both negative and positive} of the distribution terids tes B
lower (only one station has skewness outside the range 1.0 o 1.0 in July. <+ stippraaread
with 20 in January), and positive skew is found much further north, occurring: 10 o
of the region south of the Tropic of Capricorn, cxcept in the vicinity of the Citeut
Dividing Range in New South Wales and southern Queensland. (This 1s illustiated b
the occurrence of positive skew for 76% for station-months in spring and 377 s
winter (Table 6.4), compared with 41% in summer). The marked increase in skewness
towards the western and southemn coast which occurs in summer is also large s aboarng
m winter. In spring, positive skew is found in similar arcas to those i winter, but the
magnitude of skewness is greater, particularly ncar the southern coast and m the

northern inland.

The pattern of skewness of minimum temperature is more complex, with desrrees of
skewness generally lower than for maximum temperature, as suggested by the
frequency of significant departures from O described above, and markhed seasone
variations in the spatial distribution of skewness, In spring and summer, positisels
skewed distributions occur in similar regions of southern Australia 10 those whese
they occur for maxima (but not on the eastern and western cousts, except for the went
in spring). Weak negative skew occuwrs over much ol the rest of the country, but o s
Oﬁlyhlocally significant. Autumn and winter show 1 markedly difterent pattern
Significantly positively skewed distributions occur in winter over a broad bels
between 20° and 30°S, with the strongest skewness in inland southermn Queensind ared

northern New ' - i ’
South Wales, whilst the Jar gest reglons with negative skew ure on and

near the ¢ 3 '
oasts of south-western Western Australia, South Australiz and Victand, s
well as thos '
ose of north Queensland and the Northern Territory. Conversely, in autumn
signific it istributi ‘
gnilicant positively skewed distributions are largely confined to Victoria and South

Australia, wi i '
alia, with negative skew being most prominent in northern Australia
Queensland coast.

and near the

A model] i istributi
el of a skewed, unimodal distribution, as used by authors such as Hortan ot al
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Fig. 6.1. Skewness of daily maximum temperature
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Fig. 6.2. Skewness of daily minimum temperatures



Skewness

Muaximum (% of stution-monthy)

Mirimum (% of station-months) |

Sum | Aut | Win | Spr | Tot | Sum | Aut | Win @ Spr | Tot
Negative — significant at 99% | 48 40 124 8 32 30 29 |20 27 | 27
level
Negalive ~ significant at 93% | 4 3 2 I 3 5 5 4 4 4
level
Negative — not sipnificant 7 8 10 |3 7 17 17 114 0 | I5
Total nepatively skewed 59 50 |36 24 42 32 5 38 41 | 46
Positive - sigmificant at 999 | 32 4 | 53 a3 47 29 o 37 40 | 34
lovel
Positive — significant at 95% | 3 2 [ 3 2 4 4 7 6 3
level :
Pusitive - nol sipnificant 6 8 10 10 ) 5 15 17 13 115
Tolal pusitively skewed 41 506 | 64 76 38 48 49 | 62 59 1 54
Totad skewed at 99% level of | 80 80 | 77 gl 80 50 59 |57 67 | 60
signilicance
Total skewed at 95% level of | 87 84 | 86 BS 84 68 68 | 69 77

: significance

Table 6.4. Station-months with positive and negative skewness of daily

temperature

l. The seasons are defined as summer {1 December - 29 February), avtumn (1 March - 31 May), winter
{1 June — 31 Augus), and spring (1 September — 30 November},
2. Totals may not add due to rounding,




(2001), is also an incomplete description of the frequency distribution of daily
temperature  within  Australia. Two interesting local examples of frequency
distnibutions which are broadly symmetric, but nevertheless depart significantly from
the normal distribution, illustrate this, with sample distributions shown in Figs. 6.3a
and 6.3b. In mid-winter, the frequency distribution of minimum temperature in much
of inland southern New South Wales generally shows small (and non-significant)
positively skewness, but displays no clear mode, with peak frequencies distributed
fairly uniformly over a range of several degrees Celsius. This manifests itself in
values of kurtosis widely in the 2-2.5 range, well below the value of 3 expected in a
normal distribution. Conversely, on parts of the coast of northern Queensland in
summer, the tendencies to marked negative outlicrs in the tropical inland, and to
positive outliers on the coasts, coincide to produce a distribution with relatively high

[requencies of extreme anomalies, both positive and negative,

6.3. Alternative models for the frequency distribution of Awstralian daily

maximum and minimum temperatures
6.3.1. The gamma distribution

The 3-parameter gamma distribution has been used in recent work, notably Horten et
al. {2001), as a maodel for the frequency distribution of mean temperatures on the
daily, monthly and annual timescale. This follows initial work by Lehman (1987),
who used a 2-parameter gamma distribution to describe the [requency distribution of
datly mean temperatures. In effect, this is based on a 2-parameler gamma distribulion
(which, by delinition, must be positively skewed and is bounded below by 0), with a
third parameter allowing location, scale and sign transformations possible to allow for
positive and negative values of the variable, and possible negatively skewed

distributions. 1t is a unimodal distribution.

The 2-parameter gumma distribution is defined as:

1 I ..x_,fb a=1
-
fx) x @ ?[e X Tdx
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where x is the variable being studied, ¢ and b are parameters which describe the

distribution, and I¥ag) = {(@-1}/ is the gamma function.

This distribution is defined only for x>0. In order to use this distribution to model a
temperature frequency distribution which is, for all practical purposes, unbounded
ahove and below, it is necessary to transform the data using a third paramelter, ¢, and
the transformation:

- X

X

i

z,=¢+g

where xand s are the sample mean and standard deviation respectively of the data
points x;, and g takes the value 1 if the data are positively skewed, or -1 is it is

negatively skewed.
6.3.2. The compound Gaussian distribution

The first known usc of this disiribution to model the frequency distributions of
Australian datly maximum and mintmum temperature was by Grace ct al. (1991},
with further development by Grace and Curran (1993). It has also been used
elsewhere hy Bryson (1966) and Colman (1986) for daily maximum and minimum
temperature, by Marchenko and Minakova (1980) for hourly air lemperature, and by
Essenwanger (1954, 1955) for monthly precipitation. Grace and Curran refer to the
distribution as the ‘binormal’ distnbution, but this term has also been used to refer to
other distributions (e.g. Toth and Szentimrey, 1990) and implies a mixture of only two

distributions. For these reasons the term ‘compound Gaussian' is used in this thesis.

The mode! used in this thesis is defined by the equation:

I3
F=Y wN(,,0,),
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Fig. 6.3a. Frequency distribution of June minimum temperature, Canberra
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Fig. 6.3b. Frequency distribution of January maximum temperature, Cairns
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£
where Zwk = 1 and N(u,,0,)is the Gaussian distribution function with mean
1

A, and standard deviation o, .

An example of such a distribution is given in Fig, 6.4,

6.3.3. Other distributions used to model daily maximum and minimum

temperature

Toth and Szentimrey (1990) describe what they refer to as the ‘binormal’ distribution.

The probability density function is defined as follows:

f(x)= (IIV“ZJI)——-—E—-«-—exp(wg:—%Q;),x <m
a, +a, 201

£ = (U2 —mexp= ST o
o to, 20,

where m 18 the mode of the distribution.

In effect, this is a combination of two Gaussian distributions with differcnt standard
deviations oy and «;, with one distribution being used for values of & below the mode

and the other being used for values of x above it

They use this distribution to model the frequency disttibution of daily maximum and
minimum lemperalure anomalies at Budapest, estimating the parameclers ol the
distributions by a maximum-likelihood method. Using a chi-squarce test for goodness-
of-fit, they find that the binormal’ distribution provides a substantially better fit than
the single Gaussian distribution for 6 out of 12 months for minimum temperature, and
3 out of 12 months for maximum temperature, (As the single Gaugsian distribution s
a special case of the binormal’ distribution, the other months show similar results for
the two methods). The binormal’ distribution performs particularly well in the case of
winter minimum temperatures, which are strongly negatively skewed. Nevertheless,

their results show that the binormal® distribution still differs from the actual
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distribution at the 5% level in 6 months for minimum temperature, and 3 months for

maximom temperature.

6.4. An evaluation of the three-parameter gamma and compound Gaussian

distributions
6.4.1. Methods of fitting distributions to empirical data
6.4.1.1. The gamma distribution

The procedure used by Horton et al. (2001) was used. This involved, in the first

instance, defining q as follows:

- where the dala are positively skewed: ¢c=q+|min(x) |

- where the data are negatively skewed: ¢=q+]| max{x}|

where min{x) and max(x) are the lowest and highest values of the serics x and ¢ is &
parameter of the gamma distribution as defined in section 6.3.1;. This definition
cnsures thal, for positive q, the z; are also posilive, as requircd in order to fit the

definition of the gamma distribution.

The best-1t value of q was determined by a process of iteration. ‘The first-guess value

of g was taken as 0.5, The maximum-likelihood method was used (o calculate «:

a={l+{[+4A13)/4A
, - . .
with A=Iﬂx—-N—'Z-1nx!, where N is the sample size.

Using the relationship ab=x, b was then estimated and the skewness of the

-1/2

distribution {which is equal to 2¢"'“) was calculated.
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Fig. 6.4. Example of the compound Gaussian distribution
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The value of g was then raised by 0.5 and the process repeated. This was continued
until the difference between the observed and fitted skewness reached a minimum — in
which case the value of g giving the closest fit to the skewness was used — or «

exceeded 50.

6.4.1.2. The compound Gaussian distribution

A number of procedurcs have been used in previous work. Grace et af, (J991) used an
iterative process on the unknowns (of which there were five, as they were constrained
to two subdistributions), with the aim of optimising the goodness-of-[it us determined
by the chi-squared statistic. Colman (1986) used the assumption that the two tails ol
the overall frequency distribution were euch gencrated entirely from one of the sub-
distributions, and used this to estimate the parameters of those sub-distributions (and,
by means of examining the residuals, any additional sub-distributions). Marchenke

and Minakova {1980) used a moments-based method.
The method used in this study was based on the method of Hasselblad (1966). This

involves finding, iteratively, maximum likelihood estimates for the parameters of the

sub-distributions. The procedure can be cxplained as follows:
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Let there be X sub-distributions, and define wy,, w, and s as the ¢-th iteration of the

estimates of the weighting, mean and standard deviation of the &-th sub-distribution.

Let there be a total of N observations, x;, xz, ..., xx in the distribution being modelled

(which, in this case, is the set of all observations of maximum or minimum

temperature at a station for a given month of the year). Furthermore, let fi; be the

probability that an observation x; will lie in the k-th sub-distribution, assuming that the

distribution is the mixture of Gaussian sub-distributions with the cstimated parameters

Wi g and ¢, . For iteration (#+1) we then have:

wk,;+ = N
i
ka.ka.i
=1
I':!c,r+| =~
Nw b
N
- -2
> o lx, =)
2=
(5 =S
Nw,

Initially, this system of equations was cvaluacd

cslimates:

Wipyp=War = 0.5
iy =-0.5
iy =0.5

Spi =821 = (]6

for K=2, and with the inital

The iteration was carried out until the following convergence criteria were satisfied

for all k:

| (Wifrat) = Wi | < 0.005
| e i1y — g} | < 0.001
| (Skgeety = S1.0) | < ©.001
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The closeness of the fit between the compound Gaussian distribution with these
parameters and the actual distribution was then tested, using the same five tests as
those used in section 6.2.2.1. If all five tests showed a difference between the
modelled and actual distribution significant at the 95% level, or at least two of the five
showed a difference significant at the 99% Jevel, the procedure was repeated with

K=3, and the initial estimates:

W= Wi = 0.33

wy ;=034
uy=-0.5
tez ;= 0.0
w;;=0.5

Spp=92p=53;=06

otherwise the distribution from the first iterative procedure was taken as the final

modelled distribution.

The linal modelled distribution was taken as the combination of the two or three
Gaussian distributions with the parameters derived by the procedure above. A full

listing of the paramecters for these distributions is given in Table C.3.

6.4.2. An evaluation of the methods

6.4.2.1. Goodness-of-[it

The five goodness-of-fit tests first described in section 6.2.2.1 were carried out on the
modelled distributions derived using the three-parameter gamma distribution and the
compound Gaussian distribution, and the actual data for each station for euch month.

The (single) Gaussian distribution 1s included for comparison,

The aggregate results from these tests are shown in Table 6.5. Full results of the
goodness-of-fit tests are shown in Appendix C, in tables C.1 and C.2 (single

Gaussian), C.4 and C.5 (compound Gaussian) and C.6 (gamma).
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It is apparent from these results that the compound Gaussian distributiom zf; by bar i?i%‘
most effective model for the simulation of the full frequency distribution ol Austrabie
daily maximum and minimum temperatures. The threc-purameter gamimnit nlmm.hu{mzz
is a substantial improvement on the singte Gaussian distribution, but it still s thee

actual distribution less well than the compound Gaussian distribution.

6.4.2.2. Frequency of extremes

The tests used in 6.4.2.1 show the goodness-of-fit hetween the modelled distibnptiosn
and the actual distribution over the entire data range. The particular purpose of tie
present study is to examine the frequency of extreme temperature evernts, so e
effectiveness of the distributions at simulating the ohserved frequency at extrey

events is of great importance in this study.

Following the approach used in Tables 6.2 and 6.3, Table 6.6 shows the aviual
frequency of temperatures more than 3 standard deviations from the mean, along wiih
the estimated freguency using the single Guussian, threc-parameter g i
compound Gaussian distributions. Table 6.7 shows the effectivencess ol the thiee

distributions at estimating the frequency of such emperatures,

Of the 412 station-seasons examined, the aclual frequency of such cvents was st

accurately estimated by the distributions as ollows:

’ single Gaussian: 11% maxima, 19% minima
. three-parameter gamma: 16% maxima, 1% minima
. compound Gaussian: 73% maxima, 70% minina

Furthermore, the estimated frequency is between 0.5 and 2 ¢ mes the actual Frequency:

. single Gaussian: 37% maxima, 56% minima
. three-parameter gamma: 60% maxima, 55% minima
L]

compound Gaussian: 90% maxima, 83% minima
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hstribution

% of station-months with dilierence
between actual and modelled frequency
distribution significant at 99% level un

all five testy

% of station-months with difference
between actual and modelled frequency
distribution signiticant at 95% level on at

least one test

Maxima Minima Maxima Minima
Single Gaussian 86 31 95 94
Gamma 29 21 75 75 i
Compound | 2 24 35 '
Gaussian J

Table 6.5. Comparison of results of goodness-of-fit tesis — single Gaussian,

compound Gaussian and three-parameter gamma distributions



Station

Station name

Summer (Dec-Feb)

Autumn (Mar-May)

Winter (Jun-Aug)

Spring (Sep-Nowv)

number | A | B c I D A B | ¢ | D A B C D A B | C | D
1021 Kalumburu 040 [027 1051 [036 [098 [027 {051 [119 [049 [027 |05 [0.49 [072 027 [045 |0.65
2012 Halls Creek 073 1027 lo70 041 |13 |027 |o071 |08 |051 |027 [053 |049 |080 |027 [067 |1.00
3003 Broome 158 1027 {062 |12 |082 |027 [050 |0.66 |044 |027 |040 |031 |047 {027 |049 | 045
4032 Port Hedland 0191027 1045 1024 1090 1027 | 051 1079 1065 |027 {045 [ 070 [002 027 |040 |0.07
5007 Learmonth 0.15 1027 035 016 035 |027 [034 [033 039 |027 {036 {029 {015 |027 |037 |0.16
5026 Wittenoom 132 1027 (063 {123 101 1027 {071 {086 [054 {027 [051 |048 |065 [027 |0.58 |056
6011 Carnarvon 124 1027 |049 |132 027 1027 |061 |046 {064 027 |051 [0.69 130 |027 |04 |97
7045 Meekatharra 078 | 027 1067 |078 |026 |027 |047 |013 (0.09 |[027 |038 [009 |0i2 |027 {036 {011
8039 Dalwallinu 0.17 1027 1033 013 008 |027 [037 [013 (042 (027 [046 |048 |017 {027 |043 |0.26
8051 Geraldton 006 1027 1056 |023 [012 1027 {052 [026 {074 1027 [061 [0.86 {087 {027 [052 |0.98
902 Perth Airport 002 1027 |044 014 017 1027 )044 ;038 [070 [027 J045 |o68 [091 027 [056 }0.82
9518 Cape Leeuwin 226 1027 (041 |232 [129 1027 |049 137 [060 |027 1046 |060 |121 |027 |062 | 144
9741 Albany 134 1027 1057 |1.28 1082 027 [(62 |[053 [044 {027 |038 [038 |131 |027 |054 |114
9789 Esperance 091 027 1055 (091 1054 {027 {061 051 [057 {027 |049 |04l {121 [027 [059 {094
10035 | Cunderdin 0.19 1027 039 007 014 1027 [039 [017 [061 027 [055 |055 |034 [027 {057 {039
10648 | Wandering 009 1027 1038 007 |0il |027 j040 |023 [03% |027 |04F [031 |036 1027 |056 |050
11052 | Forrest 002 1027 037 1009 {013 [027 |054 |022 052 1027 [055 [@52 {000 [027 |o047 o020
12038 | Kalgoorlie 030 {027 1034 016 [002 |027 [038 011 [033 {027 (053 043 006 [027 |036 |0.13
13017 | Giles 11§ | 027 ;073 |080 |084 [027 J051 051 |008 {027 |037 |oa3 |ost [027 |oec |o022
14015 | Darwin AP 074 1027 060 077 |LI5 {027 [067 |[121 |045 [027 {047 (037 |073 |027 |049 |071
14825 | Vict. R. Downs 047 1027 053 {025 |070 [027 |067 072 [020 1027 |042 |0.16 |1.50 [027 |054 |1.76
15135 | Tennant Creek 070 1027 (068 |049 |093 }027 [070 [0.78 [0.19 [627 {034 (007 {094 {027 071 {060
15548 | Rabbit Flat 059 1027 069 [047 (139 |027 [060 {097 |029 1627 (039 |0.13 (098 {027 [073 |0.77
15590 | Alice Springs 110|027 |072 |066 |034 (027 |049 {028 [004 (027 038 [0.06 [032 |027 |045 |01l
16001 | Woomera 032 1027 1035 [006 |01l [027 |035 (014 [039 |027 [047 {068 [0.18 [027 |044 |ols
16044 | Tarcoola 0.13 | 027 [039 [0.04 {016 027 |040 |0I2 |047 |027 {062 [059 |006 {027 |040 |0.16
17031 Marree 030 027 (042 1021 |01 1027 [03%9 [012 (059 |027 (046 (057 J011 (027 038 1015
17043 | Oodnadatra 046 1027 054 |045 (021 |027 {040 [015 [075 027 [060 |059 jo.il [027 {035 {012
18012 | Ceduna 002 1027 065 [026 |024 [027 |067 |04] [082 |027 [060 |0.60 |0.18 [027 |062 |0.26
18070 | Port Lincoin 174 1027 037 089 |145 |027 |059 [121 [100 [027 |050 |08 |157 [027 {052 [135
21046 | Snowiown 000 1027 |036 [002 |006 [027 |038 [0.05 [059 |027 |04 056 [0.12 [027 [054 [018
22801 | Cape Borda 032 027 (073 J040 |050 (027 1061 |065 |053 (027 {047 054 087 027 |0.60 |084

Table 6.6a. Actnal and modelled percentage frequencies of maximum temperatiires more than 3 standard deviations from the mean

A — acmal value; B - single Gaussian distribution; C — three-parameter gamma distribution; D — compound Gaussian distribution




Table 6.6a (cont.). Actual and modelled percentage frequencies of maximum temperatures more than 3 standard deviations from the mean

A — actual value; B — single Gaussian distribution: € — three-parameter gamma distribution; D — compound Gaussian distribution

Spring (Sep-Nov) |

Station Station name l Summer (Dec-Feh) Autamn (Mar-May) Winter (Jun-Aug)

number A | B | C D A | B | C D A B | C D A B C D
23000 | Adelaide RO 0.00 _] 027 1048 [0.05 015 [027 [o064 [030 |osi Jo27 057 070 025 027 Jo62 [o0325
23373 | Nuriootpa 0.00 027 036 |0.04 J 011 1027 o046 |o017 {087 (027 |058 |071 |008 |027 |057 |022
26021 Mount Gambier 024 1027 072 043 057 027 0.66 0.63 079 0.27 0.47 0.74 0.74 0.27 0.61 0.62
26026 Robe I 14 0.27 0.57 0.88 | 0.74 0.27 0.37 0.83 0.42 0.27 0.42 0.44 0.77 0.27 0.62 0.81
27022 Thursday Island 044 (027 042 048 [0352 027 {055 075 (085 1027 (048 (079 (091 ;027 1045 |0.68
27045 | Weipa 048 | 027 |065 o044 116 [027 |057 f11o oo o027 los7 |112 {637 |027 |052 |o051
28004 Palmerville 1.07 0.27 0.62 1.01 1.24 0.27 0.60 1.30 0.83 0.27 0.70 0.74 0.68 0,27 0.52 0.71
29004 | Burketown 035 027 (037 |049 | 103 |027 [066 |[116 [049 |027 |058 |050 |061 [027 |[044 | 0.65
30045 | Richmond 097 027 |070 |0.85 | 125 |027 J065 |119 ;029 [027 {040 |016 |1.07 [027 |067 |1.03
31011 Cairns 144 7027 050 | 1.35 |08 | 027 (046 [075 |0.54 027 055 |067 124 027 049 !1.28
32040 | Townsville 141 | 027 |046 1.6t [ 144 | 027 [050 | 138 1109 027 |046 |1.05 [1.52 [027 |[046 |1.54
33119 | Mackay MO 065 027 |038 1072 |083 {027 037 [076 |[08% |027 [042 085 [044 1027 039 {031
34084 | Charters Towers 0.74 | 027 1052 088 1095 |[027 |057 |[077 1059 027 |045 {059 084 |027 |050 |0.82
36007 Barcaldine 104 [027 |o070 [081 |10t |027 |07 |115 [025 (027 |034 |019 |04z |027 {035 |054
36031 Longreach 132 (027 |0.58 | 0.89 1.20 1027 |063 |094 [016 [027 1035 [016 |047 |027 {051 |057
37010 Camooweal 0.61 027 1066 ;0.54 L 1L16 0.27 .70 0.85 ;028 0.27 0.44 0.18 1.08 0.27 068 0.95
38002 | Birdsville 079 1027 0.8 ‘ 0.54 } 031 {027 |041 |017 J023 027 |047 [018 (006 ]027 |049 |0.07
38003 | Boulia L1l j027 v0720 ;0.8 '"1o0t 1027 [033 |0.82 [014 [027 |037 [0.05 1042 |027 {037 |029
39039 | Gayndah 064 027 |037 ‘ 0.73 (079 (027 (048 |087 [0352 [027 |047 |046 |047 {027 {041 |060
39083 | Rockhampton 0.50 1027 |042 |0.70 | 080 1027 050 098 078 1027 1047 1074 048 1027 {039 |0.39
39128 | Bundaberg 1.37 | 027 |04 | 1.15 087 | 027 |067 |1.06 |066 |027 (039 077 !ii1 o027 |043 | 1.13
40004 | Amberley 050 027 |042 1065 |008 1027 1038 |095 [063 |027 [042 |08 053 |027 |036 |0.64
40223 | Brisbane AP 10 | 027 | 030 I 116 | 116 |0.27 lode {116 |1.02 |027 {042 [089 |137 [027 {059 |1.21
40908 | Tewantin L3 1027 | 062 1143 | 118 1027 047 [117 | 097 | 027 10351 | 087 | 075 1027 |06+ |0.78
42023 | Miles 047 1027 045 ;048 1062 1027 065 |08L |013 027 1037 [006 |04+ 1027 1042 |036
43109 St. George 037 1027 062 : 0.82 | 057 0.27 { 0.58 0.6l 0.06 0.27 | 0.37 0.10 0.16 0.27 0.37 0.24
44021 Charleville 077 1027 065 068 1046 027 1055 (043 | 006 [0.27 | 0.39 0.07 [0.18 1027 {037 |0.18




Station Station name I Summer (Dec-Teby ! Autumn (Mar-May) ‘I Winter (Jun-Aug) Spring {Sep-Nov) ]
number A B | ¢ "' D | A B [ C D A B C D A B C D
45017 Thargomindah (.55 027 1048 P 047 0.17 0.27 0.4¢ 0.16 011 027 0.53 0.17 0.08 0.27 0.37 0.16
46037 Tiboohirra 0.26 0.27 047 0.22 013 0.27 0.45 0.11 0.18 0.27 0.48 0.11 0.08 ¢.27 0.36 0.09
46043 Wilcannia 023 0.27 Q.36 Q.13 0409 | 0.27 0.38 0.04 0.38 0.27 0.45 0.40 0.06 027 0.39 0.16
48027 Cobar 0.36 .27 0.36 . 034 0.14 0.27 035 0.14 0.41 027 i 044 0.39 0.05 0.27 (.42 0.16
48239 Bourke 0.45 027 054 046 | 022 027 0.38 0.22 0.41 0.27 0.47 0.28 0.03 027 036 0.10
52088 Walgett 0.64 0.27 0.30 0.51 (.48 0.27 0.54 041 0.09 0.27 (.38 0.20 0.06 027 {).36 0.}7
53048 Moree 0.56 0.27 (.39 0.3 | 0.64 0.27 0.50 0.69 0.21 0.27 038 0.21 0.23 0.27 | 037 0.30
35024 Gunnedah §C (.31 0.27 043 {041 0.61 0.27 0.45 0.54 0.20 0.27 0.38 0.21 0.17 0.27 .37 0.26
56017 Inverell PG 0.31 0.27 0.36 | 0.48 0D.83 0.27 0.64 0.77 0.25 0.27 0.44 0.19 0.25 0.27 (.36 0.28
58012 Yamba 1.39 0.27 0.58 1.66 1.03 027 0.41 1.03 | 0.83 0.27 0.48 0.83 1.81 0.27 0.45 1.87
59040 Coffs Harbour 1.18 0.27 0.57 1.39 0.93 0.27 0.56 0.97 0.90 0.27 0.54 0.85 1.30 0.27 Q.55 1.16
60026 Port Macquarie 0.97 0.27 0.58 1.48 .85 0.27 0.38 076 | 070 | 0.27 0.47 0,74 1.35 0.27 0.54 1.42
61078 Williamtown 0.62 0.27 0.70 0.51 0.71 0.27 0.56 0.70 .75 0.27 0.51 0.87 0.60 0.27 0.67 0.54
61089 Scone SC 0.07 0.27 .35 .10 0.10 0.27 0.35 0.21 024 0.27 0.39 0.18 010 | 0.27 0.38 0.18
63005 Bathurst ARS 0.10 027 0.36 0.14 0.26 0.27 .40 .32 0.16 0.27 0.35 .18 .12 0.27 0.41 0.17
65012 Dubbo 022 0.27 035 0.20 0.38 0.27 048 0.38 .16 0.27 0.38 0.20 0.22 Q.27 0.37 0.22
66062 Sydney RO 1.36 Q.27 0.54 1.40 0.79 0.27 .31 0.85 0.61 0.27 Q.43 0.60 0.99 0.27 0.60 087
67105 Richmond 012 Q27 .42 .22 0.54 027 0.44 (.45 Q.77 0.27 047 .67 0.19 0.27 0.40 0.36
68034 Jervis Bay 1.21 0.27 0.75 1.26 0.61 0.27 .35 0.56 0.57 0.27 0.54 0.40 1.07 0.27 0.70 0.84
68076 Nowra 1.15 0.27 0.67 0.72 0.33 027 0.47 0.26 Q.70 027 (.55 0.75 0.89 0.27 0.63 0.80
69018 Moruya Heads 2.37 0.27 0.39 2,46 1.13 0.27 0.54 1.15 0.89 | 0.27 0.45 0.7% 2.13 0.27 .41 1.88
70014 Canberra Airport 0.06 0.27 0.38 0.13 0.45 0.27 0.35 0.34 (.49 0.27 0.37 0.47 027 0.27 041 0.30
72161 Cabranurra 0.41 0.27 0.39 0.40 0.50 0.27 0.46 039 1025 0.27 | 0.37 010 1006 | 0.27 636 | 0.25
72150 Wagga Wagsa (.20 0.27 0.37 0.27 0.12 0.27 0.35 0.17 .36 0.27 0.44 0.29 .40 0.27 0.46 0.37
73054 Wyalong 032 1027 0.38 0.28 0.09 0.27 036 |0.13 0.34 10627 0.44 034 ;022 0.27 0.44 0.28
74128 Deniliquin 0.03 0.27 0.37 0.11 0.11 0.27 0.37 0.13 060 | 0.27 8.54 068 | 047 0.27 0.57 | 0.48
76031 Mildura 0.04 0.27 0.40 0.05 0.09 027 .42 0.12 (.48 027 .47 051 0.43 0.27 0.60 0.45
78031 Nhill 0.06 1027 0.40 0.11 0.19 0.27 0.52 0.30 132 0.27 0.63 103 | 063 0.27 066 | 051
80023 Kerang 0.00 | 027 0.39 0.11 0.20 0.27 0.43 0.18 0.91 0.27 0.54 0.74 | Q.38 027 038 0.45
82039 Ruthergien 0.28 0.27 0.39 0.22 0.07 0.27 0.36 0.0% 0.48 0.27 0.46 0.38 0.42 0.27 0.47 (.50
34016 Gaba Island 1.29 0.27 0.58 1.71 0.82 0.27 0.66 0.9% (.98 0.27 0.38 0.84 1.90 0.27 0.54 2.01
| 84030 Orbost 0.45 0.27 0.72 0.42 0.22 0.27 0.54 0.34 042 02?_ 0.4 0.35 0.43 0.27 0.63 0.50

Table 6.6a (cont.). Actnal and modelled percentage frequencies of maximum femperatures more than 3 standard deviations from the mean

A — actual value; B — single Gaussian distribution; C - three-paramater gamma distribution; D -- compound Gaussian distribution



Table 6.6a (cont.). Actual and modelled percentage frequencies of miaximum temperatures more than 3 standard deviations from the mean

A — actual value: B — single Gaussian distribution; £ - three paramcicr gamima distribution; D - compound Gaussian distribution

Station Station name Summer (Dec-Feb) Autumn (Mar-May) Winter (Jun-Aug} Spring (Scp-Nov)

B AE e T ATlBlciDl Al cIDlalBlclD
85072 Sale .69 0.27 0.58 0.67 0.66 .27 0.55 0.75 087 0.27 0.56 0.83 1.12 027 .58 .83
35096 ‘Wilsons Proin. 5 219 1 0.27 0.46 I| 1.72 1.29 0.27 0.55 1.22 1.28 0.27 0.58 1.33 1.82 0.27 047 1.60
86071 | Melbourne RO 0.08 1027 |064 [ 022 |027 {027 |054 |026 038 |027 |042 038 |032 |027 |060 |0.32
87031 Laverton .10 0.27 0.73 (.32 0.23 0.27 0.57 0.18 0.71 0.27 041 0.59 0.66 0.27 0.68 0.42
90015 Cape Otway 1. K8 0.27 047 ‘ 1.47 1.209 027 0.58 0.99 1.02 027 0.60 0.98 1.31 027 054 1.16
91057 Low Head 0.30 0.27 038 | 0.24 0.14 0.27 0.40 0.17 0.11 0.27 0.34 0.25 0.47 0.27 0.40 0.43
a1i04 Launceston AP 073 0.27 056 | 062 0.29 027 .39 0.31 0.44 027 0.35 0.29 (.58 0.27 0.52 0.62
92045 Eddystone Point 1.41 027 | 067 ,1.51 Ii 0.54 0.27 {1.55 0.6l 0.63 0.27 0.38 0.52 1.28 0.27 0.62 1.39
04010 Cupe Bruny 1.64 .27 r 0.57 r 1.58 [ 094 Q27 0.54 (.69 041 0.27 0.37 0.25 [.39 0.27 0.57 1.30
94029 Hobart RO 1.27 027 J 060 | 1.12 0.56 0.27 0.59 0.50 0.18 0.27 0.39 0.18 1.04 0.27 0.59 0.87
04069 Grove .95 0.27 1§ 0.068 i 0.76 0.36 0.27 0.43 .31 0.22 027 0.38 0.1y 0.95 0.27 0.61 0.84
96003 | Butlers Gorge 000 |027 |038 j0.05 |006 |027 |040 |o0a1 | 015 |027 |036 1030 |o021 |027 [038 | 015




Station | Station name ] Summer (Dec-Feb) Autumn {(Mar-May) Winter (Jun-Aug) Spring {Sep-Now)

number 1 A B C D A | B c D A B C D A B C D
1021 Kalumburu 020 | 027 | 037 |027 |068 |027 |054 [069 |006 (027 034 [017 [060 [027 ]0.48 | 047
2012 Halls Creek 070 1027 |04 1057 |079 |027 |044 [079 |025 (027 036 |015 |051 |027 |045 {0.56
3003 Broome 056 1027 056 061 |023 |027 |041 017 |000 ;027 1035 |0065 {045 |027 |040 | 0.44
4032 Port Hedland 051 1027 1043 | 058 018 |0.27 {040 029 002 {027 [036 |[006 |04 027 |047 |0.37
5007 Learmonth 0.15 1027 1040 | 013 1045 (027 {038 |027 |0.10 {027 |04l [008 (070 {027 |039 |0.52
5026 Wittenoom 0.12 1027 1040 | 008 (029 {027 {037 |018 {04 |027 {034 [013 [01i4 |027 |[040 |0.09
6011 Carnarvon 069 [027 |046 |0.83 J0.11 {027 |039 005 |009 |027 |044 |021 013 ]027 |047 |034
7045 Meckatharra 024 1027 (042 1018 1046 {027 {037 {021 (012 (027 1043 |027 [021 027 {035 |013
8039 Dalwallinu 0.17 1027 043 | 018 (020 027 039 |0I3 }003 {027 {037 |013 037 [027 |046 |033
8051 Geraldton 024 1027 (040 | 015 |0.14 {027 {039 |0I3 (006 |027 [036 |010 [020 |027 |040 |0.12
9021 Perth Airport 027 027 |038 |027 ;013 1027 [036 |016 1000 |027 }035 |011 }017 1027 |040 |0.20
9518 Cape Leeuwin 071 027 1045 |077 ;044 |027 |034 |032 |046 |027 |052 {054 |045 |027 040 | 047
9741 Albany 0.15 1027 |047 033 {015 |027 (033 |@15 023 1027 1049 {034 |009 |027 [034 |o0.16
9789 Esperance 028 t027 |036 |016 {027 {027 {038 |0.15 (038 !027 039 [033 [03% |027 037 |0.30
10035 Cunderdin 028 1027 [044 [032 j0.I1 1027 |038 017 022 }027 |038 {013 [020 |027 |040 |Q.18
10648 Wandering 031 14627 036 | 036 [003 |027 |[037 {006 |[000 |[027 (038 |0.04 {006 {027 [036 |0.07
11052 Forrest 105 1027 1054 1089 1072 [027 [0537 | 071 |047 [027 [059 (062 |09 |027 (056 |0.82
12038 Kalgoorlie 0.16 0.27 0.38 0.19 0.22 0.27 0.37 0.29 020 0.27 0.40 0.12 0.20 0.27 041 0.33
13017 Giles 030 1027 1049 041 1033 1027 |038 042 |04] 1027 1049 [036 [0.11 |027 1050 |04
14015 Darwin AP 008 (027 038 |0.05 |070 |027 (054 {062 [029 |027 [043 {023 (059 {027 |039 |0.56
14825 Vict. R. Downs 068 (027 [047 [068 1043 {027 {048 |[035 |000 [027 1042 [0.04 {021 (027 |057 |o021
15135 Tennant Creek 042 (027 036 1034 1049 {027 {046 |070 {005 [027 038 10.09 {025 {027 {044 |[0.29
15548 Rabbit Flat 033 1027 (049 1040 012 (027 [039 |013 |000 J027 J038 1008 {008 [027 |036 }0.22
15590 Alice Springs 006 [027 |040 (006 (010 |027 038 |007 |026 [027 |[054 [019 {010 [027 {038 |0.17
16001 Woomera 028 1027 (048 1007 |012 1027 (038 |020 {020 }[0.27 (038 [0.38 1019 {027 {055 |06l
16044 Tarcoola 0.17 027 [04]1 |014 {016 {027 (042 |17 |016 |027 }[037 [0.08 {048 (027 {057 |0.51
17031 Marree 0.08 0.27 0.41 0.08 0.08 0.27 0.3% 0.14 0.33 0.27 0.53 0.256 0.2¢ 0.27 0.56 0.25
17043 Oodnadatta 005 |027 |038 |0.04 011 |027 (040 004 [029 {027 |045 (022 |009 |027 |038 |007
18012 Ceduna 0.36 0.27 0.37 0.32 0.14 0.27 0.35 0.12 0.08 0.27 0.36 0.09 0.18 0.27 0.39 0.21
18070 Port Lincoln 045 027 ;049 1044 1027 (027 036 (031 044 |027 |038 034 {025 |027 |036 |0.23
21046 Snowtown 033 0.27 0.52 0.29 0.15 0.27 0.38 0.13 0.18 0.27 0.34 0.07 0.42 0.27 0.53 0.25
22801 Cape Borda 1.8 | 027 [048 {169 {072 |027 1054 (058 J023 (027 (038 0105 |09 (027 [060 | 079

Table 6.6b. Actual and modelled percentage frequencies of minimum temperatures more than 3 standard deviations from the mean

A —actual value; B — single Gaussian distribution; C — three-parameter gamma distribution; I — compound Gaussian distribution




Table 6.6b {cont.). Actual and modelled percentage frequencies of minitnum temperatures more than 3 standard deviations from the mean

Station | Station name
number o
23090 Adclaide RO
23373 Nuricotpa
26021 Mount Gambier
26026 Robe

27022 Thursday Island
27045 Weipa

28004 Palmerville
29004 Burketown
30045 Richmond
31011 Cairns

32040 Townsville
33119 Mackay MO
34084 Charters Towers
36007 Barcaldine
36031 Longreach
37010 Camooweal
38002 Birdsville
385003 Boulia

39039 Gayndah

39083 Rockhampton
39128 Bundaberg
40004 Amberley
40223 Brisbane AP
40908 Tewantin

42023 Miles
43109 St. George
44021 Charleville

0.19
0.63
(.68
1.26
1.18
079
0.36
0.67
Q.55
0.41
0.27
0.32
0.29
0.30
0.47
0.14
0.19
0.14
0.33
0.17
0.22
0.12
.33
0.64
0.16

Q.19

-

o7z

A —actual value; B — single Gaussiun distribution; € — three-parameter gamma distribution; D — compound Gaussian distribution

Summer (Dec-Feb) Autumn (Mar-May) Winter (Jun-Aug) Spring (Scp-Nov)
I'B 1 C D A B C D A B C D A B C D
"027 ;068 J061 1050 027 1052 {050 [013 {027 036 [0.09 j067 [027 [062 |032
0.27 {046 025 |025 ;027 038 |026 |005 027 (036 |004 {036 {027 |0.40 {024
027 035 | 048 | 028 |027 (038 |037 (G100 |027 {045 [0.16 |046 |027 |043 039
0.27 0.49 .65 (.23 0.27 0.43 025 024 027 | 059 0.29 0.12 0.27 0.37 0.33
0.27 | 043 (02 031 (027 |040 [032 |0Se 1027 {044 (052 {031 |027 |039 |027
027 |04l 1.04 | 0.8l 027 [ 050 | 077 (065 1027 [040 (054 (076 |027 |048 |0.53
0.27 0.52 ] 0.80 0.537 0.27 0.50 0.49 0.73 027 0.47 0.50 091 0.27 (.49 0.68
{027 (046 '033 052 |027 |059 |012 (017 {027 {036 [012 |052 [027 {054 |059
{027 1041 1067 1026 |027 |039 |024 [003 {027 {038 (005 |024 |027 |04l |0.22
0.27 0.36 0.61 i 0.93 0.27 0.64 0.92 0.50 0.27 0.72 0.41 0.51 0.27 044 | 0.59
027 1047 lod46 ‘037 | 027 |045 |041 |010 ]027 [036 015 |043 [027 |053 |0.38
0.27 | 034 |015 |051 |027 |047 |048 [000 ;027 {032 {006 |020 |027 |043 }0.11
027 035 035 |[042 |027 [039 |040 |0.03 ] 027 036 011 |0.16 {027 |033 |012
0.27 1035 (041 (032 {027 047 036 [000 027 {038 [0.02 |035 |027 |045 |]0.26
0.27 | 033 | 043 | 029 027 ‘ 039 [030 |000 {027 |038 |008 |000 ]027 |035 {020
027 031 1067 |012 1027 '042 1030 |003 027 {039 008 [020 {027 |047 {017
027 1039 ;016 006 1027 1035 [012 [045 |027 |064 |041 [014 |027 (040 {010
027 | 038 1026 |045 |027 lo47 [039 [o012 (027 (043 |017 |o16 1027 lo30 |01z
027 034 017 | 044 1027 034 [013 005 ]027 |038 |009 |022 |027 |044 |013
027 035 027 079 |027 ] 059 | 076 [000 027 {037 |0.02 |046 [027 |046 |O052
027 1039 038 049 1027 1043 {055 |000 ;027 |033 |002 |008 {027 1035 |01s
027 o3 o014 1012 [ 0.27 ’ 035 (013 |000 ' 027 lo41 {008 |[004 ! 027 [0.39 {0.09
027 1035 015 10635 10237 {056 (060 |000 ;027 J 041 | 003 | 034 027 |046 |0.34
027 1041 1037 083 027 1059 (062 [000 1027 (035 1003 [022 027 |042 |03l
027 032 045 031 027 |03 0.29 | 000 027 {039 |006 009 {027 ;043 |0.17
i 0.27 | 037 1030 003 027 ' 042 0.16 0.03 { 0.27 } 0.47 0.18 0.03 [ 0.27 0.35 0.04
1027 1037 1021 028 0627 ‘o4 ‘026 000 1027 050 |018 {002 1027 j035 |0.08




Station

Station name

number A
45017 Thargomindah 0.21
46037 Tibooburra 0.14
46043 Wilcannia 0.24
48027 Cobar 0.16
48239 Bourke 0.08
52088 Walgett 0.32
53048 Moree 0.47
35024 Gunnedah SC 0.31
56017 Inverell PO 0.11
38012 Yamba 0.36
59040 Coffs Harbour 0.29
D026 Port Macquarie 0.19
61078 Williamtown 0.26
61089 Scone SC 0.28
63005 Bathurst ARS 0.16
63012 Dubbo (.33
66062 Sydney RO 0.39
67105 Richmond 0.28
68034 Jervis Bay 0.62
68076 Nowra 0.08
69018 Moruya Heads 0.41
70014 Canberra Airport 0.21
72161 Cabramurra 0.00
72150 Wagga Wagga 0.24
73054 Wyalong 0.21
74128 Deniliquin 0.28
Fo031 Mildura 0.26
78031 Nhill 0.31
80023 Kerang 0.17
82039 Rutherglen 0.10
34016 Gabo Island 0.29
84030 Orbost j 0.20

~ _quTIlCT {Dee-Feb

Automn {Mar-Mav)

Winter {Jun-Aug)

Spring (Sep-Nov)

B | C D[ A | B C] D
027 1036 [023 |006 |027 |037 |0.07
027 036 l0as |014 |027 |036 |0.15
027 | 042 1020 [015 {027 |04l |0.15
027 040 {028 {000 [027 1037 |0.09
027 036 {025 {008 [027 |038 0.3
027 | 047 |035 009 {027 |039 |0.12
027 |044 |060 |027 027 |040 0.6
027 042 (042 024 [027 [039 |0.39
027 |038 [0.09 |[008 |027 1039 |0.10
027 | 044 |043 |019 |027 |034 {026
027 | 037 |013 |043 |027 |06l |0.50
027 055 |023 |013 {027 {039 021
0.27 | 038 [020 |002 [027 |038 |0.04
027 040 [024 [044 {027 |037 {0.10
027 040 (020 004 {027 |035 |05
0.27 (.40 0.30 0.03 0.27 0.38 0.08
027 035 [030 [033 1027 |036 {026
0.27 0.44 052 0.15 0.27 0.54 0.21
027 {047 J054 |035 |027 |033 |03l
027 1038 (018 [021 027 |036 |22
027 1034 [023 {035 |027 |044 |0.34
027 {035 {022 {007 {027 |038 {013
027 038 {011 006 1027 [034 |014
027 039 fo1 |ooo |o27 |038 |o007
027 {047 |o019 lo10o [027 |038 |on
027 {044 1016 003 {027 [036 |0.08
0.27 0.41 0.13 0.13 0.27 0.42 0.13
027 {058 lo2s [o000 [027 [037 |047
027 0.55 0.22 0.21 0.27 0.45 0.18
027 |040 [009 [010 [027 |042 |01
027 | 047 |016 | 031 |027 040 | 026
027 {037 ]018 {008 027 |037 |0.08

Table 6.6b (cont.}. Actnal and modelled pe rcenﬁ}gé-'frequcncies of minimum temperatures more than 3 standard deviations from the mean

A B C D A B C D
0.35 0.27 0.63 0.39 0.03 0.27 033 0.07
0.45 0.27 0.46 0.31 0.14 0.27 0.38 0.15
0.21 0.27 | 038 0.33 0.38 0.27 0.49 0.25
0.22 0.27 042 0.23 0.16 0.27 0.40 0.24
0.28 0.27 0.57 0.34 0.11 0.27 040 | 0.22
0.23 0.27 050 10.18 0.18 0.27 0.40 .14
0.05 0.27 0.39 0.05 0.04 0.27 0.35 0.04
0.07 0.27 0.37 0.11 0.32 0.27 0.39 0.24
0.14 0.27 0.55 0.25 0.03 027 0.44 0.10
0.23 0.27 0.42 0.18 0.21 0.27 0.39 0.24
0.05 0.27 0.37 0.08 0.21 027 044 0.34
0.09 0.27 0.40 0.17 0.10 0.27 0.39 0.08
0.09 0.27 0.37 0.33 0.07 0.27 0.36 0.09
0.07 0.27 0.39 0.07 0.31 0.27 0.42 0.30
0.04 0.27 0.39 0.05 0.22 0.27 | 043 0.16
0.03 0.27 .38 0.12 0.t 0.27 0.36 0.09
0.30 0.27 0.57 0.42 0.39 0.27 0.41 0.27
0.05 0.27 0.38 0.04 0.0o 0.27 0.43 0.07
0.58 027 0.36 0.30 | 048 027 1038 0.43
0.22 0.27 0.38 0.20 0.38 0.27 0.35 0.23
0.45 0.27 0.57 0.48 0.25 027 ] 039 0.17
0.00 0.27 0.38 0.07 0.1t 0.27 0.36 | 0.10
0.34 0.27 0.39 042 .22 0.27 0.39 0.19
0.06 0.27 0.36 0.08 0.14 027 0.38 0.13
0.17 0.27 0.40 0.15 0.17 0.27 055 0.30
0.03 0.27 0.40 0.13 0.15 0.27 044 1018
0.15 0.27 0.37 020 1037 0.27 060 |0.35
016 1027 (032 |0.06 ;016 {027 038 |0.16
0.21 0.27 0.40 0.17 0.21 0.27 0.51 0.26
000 | 0.27 0.37 0.06 0.18 0.27 0.48 0.19
0.25 0.27 0.41 0.52 045 0.27 0.37 0.37
0.14 0.27 0.36 0.07 0.25 0.27 0.36 ] 0.25

A — actual value; B — single Gaussian distribution; C - three-parameter garnrna distribution; D — compound Gaussian distribution




Table 6.6b (cont.). Actual and modelied percentage frequencies of minimum temperatures more than 3 standard deviations from the mean

Station Station name
number )
85072 | Sale N
85096 Wilsons Prom.
86071 Melbourne RO
87031 Laverton

90015 Cape Otway
01057 Low Head
91104 Launceston AP
92045 Eddystone Point
94010 Cape Bruny
94029 Hobart RO
94069 Grove

96003 Butlers Gorge

Summer {Dec-Feb)

Auturnn (Mar-May}

Winter (Jun-Aug}

Spring {Scp-Nov)

A
0.04
1.13
0.80
0.64
0.09
0.50
0.04
033
0.72
0.60
0.30

1029

T

B

| 027

0.27
0.27
0.27
0.27
0.27
0.27
027
0.27
0.27
0.27
0.27

C D A B C U | A [ B C D A B C D
0.39 0.11 0.09 0.27 .35 0.09 0.22 0.27 047 0.43 0.15 0.27 0.36 011
045 | 089 |066 [027 |038 [059 |10s8 [027 [047 [119 |127 027 |053 |1.46
059 |0.77 |021 027 |037 |026 |00s [027 1036 |o0as |os5s {027 |053 |57
042 |052 002 [027 |040 010 [006 {027 035 [005 |037 027 |043 |010
06> 1090 |02 [027 |046 [057 |042 {027 (043 |039 | 114 |027 066 |1.19
041 (060 |008 |027 (038 (0069 (000 [027 [038 [0.02 (006 027 [048 |0.22
0.35 0.08 0.00 Q.27 0.37 0.07 0.00 0.27 0.38 0.0% 0.02 0.27 041 0.09
057 l034 (003 027 |04l |009 [006 [027 034 (013 |021 |0627 {044 |025
041 1053 |049 |027 |040 |0354 lo28 Jo27 o038 025 |054 [027 |038 |0.38
048 | 051 (018 1027 039 [018 021 [027 {038 [015 [039 [027 |039 |0.29
039 | 022 |06 [027 1039 |00 |030 |027 [045 {02! |014 |027 [037 |013
042 1030 Jo12 |027 o040 011 |02 [027 |038 [014 |025 | 027 [038 |0.28




Season

I Maximum lemperature extreme frequency

Minimum temperature extreme frequency

simulated best by procedure: (%) simulated best by procedure: (%)

Single Gamma Compound Single Gamma Compound

Gaussian Gaussian Gaussian Gaussian
Spring 10 13 77 18 13 69
Summer Iy 15 74 20 14 G0
Autumn 12 14 14 14 9 77
Winter Ll 20 69 19 8 73
Annual 1] 15 74 19 11 70

Table 6.7. Summary of effectiveness of model distributions in simulating frequencies

of temperatures more than 3 standard deviations from the mean




The results for maxima are similar to those from the goodness-of-fit tests, with the
three-parameter gamma distribution performing better than the single Gaussian
distribution, but less well than the compound Gaussian distribution. For minima,
however, the three-parameter gamma distribution performs less well, on both
measures used, than the single Gaussian distribution. Of particular interest in this
context 1s the fact that, by definition, the gamma distribution is unimodal and skewed
in one direction, and hence has a tendency 1o a low frequency of extremes at one end
(relative to the single Guussian distribution) and a high frequency at the other end, We
have already seen in section 6.2.2.2 that some actual distributions in Australia
(particularly those of winter minima in inland eastern Australia) have a low frequency
of cxtremes at both ends of the distribution. The gamma distribution does not have the

flexibility to accurately simulate such a distribution.,

6.4.3. Conclusion

A detailed comparison of three models for the frequency distribution ol daily
maximum and minimum temperatures in Australia has established that the compound
Guaussian distribution is the most eflective, particularly with respect to the frequency
ol extreme high and low temperatures. The binormal’ model of Toth and Szentimrcy
(1990} wus not evaluated in detail, but the results they obtained for Budapest suggest

that it 15 unhikely that it would perform better than the compound Gaussian model,

Accordingly, this distribution has been chosen for usc in the further analysis ol trends

in the frequency of extreme temperatures in Australia, as described in Chapter 7.

6.5. Consequences of the compound Gaussian distribution

6.5.1. Physical considerations in the use of the distribution

[t has long been postulated by some authors (e.g. Essenwanger, 1954, Bryson, 1966,
Grace et al,, 1991, Grace and Curran, 1993) that the frequency distribution of daily

temperatures can be considered as the combination of a number of Gaussian

distributions, each of them associated with a particular air mass.
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Bryson, in particular, analysed the situation in some detail for Canada and the United
States, He approached the problem from two directions; first finding the frequency of
air-mass occurrence at each station by means of analysing the backward trajectorics to
find the source of the air at each station on each day, then decomposing the observed
frequency distribution of daily maximum tempecrature at cach station into four
Gaussian sub-distributions and associating each of these sub-distributions with an air
mass, by assuming that an air mass was found most frequently near its source region.
He found that the weights of the sub-distributions of July maximum temperature at the
stations he examined corresponded reasonably well with the air-mass frequencies

found by trajectory analysis.

Bryson also found that interannual variability, as defined by changes in July mean
maximum temperatures at Madison, Wisconsin, could be more readily explained by
changes in the weights of the sub-distributions (implying a change in the relative
frequency of air masses) than it could by changes in the mean or standard deviation of
the sub-distributions. Similar findings were made in the case of the very cool January
1992 at Adelaide and Melbourne by Curran and Grace (1992), although they did not
extend this study to a longer-term consideration of anomalously warm and cool

months.

The relationship of sub-distributions with air masses is an intuitively attractive one (in
particular, the maritime/continental split postulated by Grace et al. (1991)).
Establishing it in an objective manner over all of Australia is much more difficult and
would require an analysis of air mass origins {through synoptic analysis) that is too
large to be within the scope of this thesis. Such air mass analyscs have been carried
out for other locations, for example the German ‘Grosswetterlage’ (Gersiengarbe et al.,
1993) and the Lamb synoptic types for Britain (Lamb, 1950; Perry and Mayes, 1998),
and for specific Australian sites over short periods (Thompson, 1973a) and an analysis
of the frequency distributions of daily temperatures associated with those air mass
classifications would be of considerable interest. The situation for Australia is further
complicated by the fact that the temperature regime at a number of coastal sites is

strongly influenced by mesoscale phenomena (for example, sea breezes) that may not
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necessarily correspond to the air mass that might be identificd by a broader synoptic

analysis.

As an example, an attempt was made to decompose the frequency of January
maximum (emperatures at Perth Airport into maritime and continental components,
defining air of continental origin (which, at Perth, tends to be associated with a

substantial surface synoptic-scale flow from the NE quadrant) using the following

criteria:

. Mean sea-lcvel pressure at 1500 at Perth Airport less than that at Southern
Cross;

. Mean sea-level pressure at 1500 at Perth Airport greater than that at
Geraldion;

. Daily rainfall at Perth Airport less than 2 mm.

The first two criteria define a north-easterly flow; the third excludes the (rare)
sttuations where a north-easterly flow occurs in association with a low-pressure
system (often a decaying tropical cyclone) and the air is effectively maritime air being

recirculated over land.

The results of this analysis are shown in Fig. 6.5. The criteria appear to definc a
particular air mass fairly well, as they isolate a component which is associated with an
approximitely Gaussian  frequency distribution of maximum temperature  (no
departure from normality at the 5% level was delected on any of the tests described
carlicr in this chapter). The remaining temperature observations, however, do not have
a Gaussian distribution {departing from normality at the 1% level on all five Lests),
suggesting that, if one were to identify air masses with Gaussian distributions, more
than the two or three distributions used earlier would be required. (This is consistent
with the results obtained by Bryson, who used up to eight sub-distributions to model

North American data).

In a study of this size working with more than three sub-distributions would rapidly

become computationally unmanageable, and hence attempling to verify an association

137



of the sub-distributions with air masses in Australia will not be pursued further here.
Nevertheless, if one accepts the concept that the sub-distributions are associated with
specific air masses, it has consequences for the way in which the frequency
distribution of temperature might be expected to change with changes in the climate.
In particular, it would be cxpected that, if warming occurs associated with the
enhanced greenhouse effect, that there would be an increase in the mean of each sub-
distribution (and possibly changes in the standard deviation and weighting as well,
depending on whether synoptic changes occur), although that increase would not
necessarily be the same for all sub-distributions — for example, Brinkmann (1993)
found that different air masses would be expected to change in tempcrature by
different amounts. On the other hand, the findings of Bryson (1966) and Curran and
Grace (1992) suggest that abnormally warm months in the present climate are
characterised by changes in the weights of the sub-distributions, rather than in their

means.

Accordingly, using abnormally warm months in the present climate as a surrogate for
normal months in a warmer climate 1s an approach which should be used with caution.
This approach 18 followed by Balling et al. (1990} who analyse chuanges in the

frequency of extreme high maxima al Phoenix, Arizona.

6.5.2. The generation of artificial temperature series

A technique commonly used (e.g. Mearns el al., 1984) for estimating the impact of
changes in the mean, standard deviation or autocorrelation of daily temperature on the
frequency of various extreme indices (such as the frequency of threshold events or the
frequency of occurrence ol a number of consecutive days ahove or below a threshold)
is to generate a synthetic temperature serics, using a first-order autoregressive (AR(1))
model. This is based on the assumption that the conditional probability distribution of
the temperature anomaly on the -th day of a time series, X{(z), depends only on the
temperature anomaly on the previous day, X{r-7). This allows a synthetic time series

to be constructed using the algorithm:

X(1) = oX(t-1) + ¢
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where @ is the first-order autocorrelation coefficient of the series X(7} and s is a

random variable (adding ‘white noise’to the process).

Mearns et al. (1984) use a normally distributed &, which has a consequence of
generaling a normally distributed time series X(r). (More generally, it is trivial to
prove, by substituting X for X, that any symmetric distribution of & will generate a

symmetric distribution for X{(z))..

As we have seen earlier in this chapter, the assumption that daily maximum and
minimum temperatures are normally distributed cannot be sustained in the Australian
context. An obvious way around this difficulty (and onc commonly found in the
statistical literature) is to apply a transformation of some kind to the data to produce a
normally distributed time series. Whilst this may be technically feasible, the concept
of relating multiple sub-distributions to different air masses suggests that, in a
staustical sense, the data may be drawn [rom multiple populations, raising into

question the validity of the transformation approach.

A possible approach could be to have two processes; one to synthesise the appropriale
sub-distribution which the day falls into, and then a second to generale o temperature
basced on this information. The generation of synthetic precipitation series is widely
done in this way (Bruhn et al., 1980; Hutchinson, 1986; Wilks: 1992, 1999), using
two separale models: one 0 generate a scquence of days with precipitation or no
precipitation, and a second to generate the amount of precipitation on the wet days.
This is a potentially interesting line of inquiry but has not been pursued further in thig

thesis.

6.5.3. Changes in extremes arising from changes in distribution parameters

Katz and Brown (1992) discuss, in detail, the relative impact of changes in the mean
of a Gaussian distribution and changes in its variance on the expected frequency of
extremes. They conclude that changes in the expected frequency of occurrences of
temperatures above {or below) a given threshold becomes relatively more dependent
on changes in the variance, and less dependent on changes in the mean, as the

threshold of interest becomes more extreme. Neild et al. {1979) also found that
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changes in the occurrence of a critical event for agriculture (the length of the freeze-
free season) was far more sensitive to changes in temperature variability than changes

in the mean.

Their work is based on the assumption that daily temperaturcs are adequately
represented by a single Gaussian distribution. It 1s therefore appropriate to generalise

their results to the compound Gaussian distribution.

Following their definition, let us define the sensitivity of the probability of a threshold
event, P(T}, to changes in a parameter, a, as the partial derivative of the probability

with respect to «:

AP(T)
da

6.1)

where P(T) is the probability of a temperature above a (hreshold 1" (if high extremes

are being considered) or below a threshold 7 (if low extiremes arc being considered).
Furthermore, we define the relative sensitivity as:

ar)
du
P(T)

Kalz and Brown show that. where 4 is a location parameter and 6 is a scale parameter
of a distribution (in the specific case of the Gaussian distribution, the location and
scale parameters are the mean and standard deviation respectively), the following

relationship of the sensitivities will hold, independently of the form of the

distribution:

aP(T))

do ' _T-u
T, o (6.3)
—)

dp

(

(
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Taking 4 and & as fixed, it follows that the magnitude of this ratio will increase as the
difference between T and g increases, that is, as the event under consideration
becomes more extreme (at either end of the scale). Katz and Brown found that this
implies that the sensitivity of the frequency of an event to changes in the scale
parameter, relative to 1ts sensitivity to changes in the location parameter, will increase
as Lthe event becomes more extreme, indicating in turn that, 4s an event becomes more
extreme, changes in the variability of temperature play an increasingly important role,

and changes in the mean 4 less important role, in that event’s expected frequency.

The use of the general concept of the location and scale parameter of a population is
useful for the development of a general theory. The meodel for the frequency
distribution ol daily temperature being used in this study, however, is a mixture ol
multiple distributions, and is governed by cither [ive (in the Lwo-component case) or
cight (in the three-componcnt case) independent parameters. We therefore examine
the sensitivity of P(T) to changes in ecach of these parameters (or a combination

thereof).

First, let N(z) be the cumulative Gaussian distribution function with z as a

slandardised variable:

S

l__ exp(_ = Ydx (6.4)

J;\/zyz 2

-

N(Z) =

with: 7= & (6.5)

where x is a variable and x and ¢ are the mean and standard deviation respectively of

the Gaussian distribution V.

Furthermore, define:

2

exp(:az——) (6.6)

1
n(z)=N(2)= Ton
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We may then define the cumulative distribution for the two-component compound

Gaussian distribution as follows:

F) = mNE=Ey (1w v 2y 6.7)

T, g,

where the two components have weights wy and w,, means g; and g and standard

deviations o; and o5 respectively.

Using the result from equation 6.3, the following relationships, analogous to those
found by Katz and Brown (1992) for a single distribution, follow from the delinition
in 6.7:

o,
do,” T-u
(a_F) ) g, ©9

o,

(

(6.9)

These results imply that the sensitivity of the frequency of a temperature above or
below a given threshold becomes more sensilive to the variability of that component,

relative to the mean, as the threshold departs further from the mean of the component.

The simplicity of these results depends on the fact that nfz) (or F¥z) in the more
general results of Katz and Brown) cancels out. The absence of such a cancellation
involving oF/dw makes it more complex to examine the sensitivity of the frequency of
temperatures above or below a threshold to changes in component weights. (The
interpretation of the results is also clouded by the fact that the weights are

dimensionless, whereas the means and standard deviations are measured using the

$ame units).
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We may still develop a relationship involving the weights in some cases. In parts of
the composite distribution which are only substantially contributed to by one
component (as is usually the case in the two tails of the distribution), and assuming

that u; < u», then, for low T, we have:

T— 4

I

F(T) = w N( } (6.10)

and for high T

r—p,

-

F(TY = w, + (1—wN(

) (6.11)

Using the fact that N(z) = [ — N{-z} , we then have for low T-

or T—p
A VN ol )
ow, ( a]) (6.12)

and for high T~

- T
I :N(ﬂ'

o ) (6.13)
dw, a,
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Using this and the fact that n(z) = n(-z), we may obtain the following relationships, for

low T:

T_
Oy sy
du_ -1 o (6.14)
11_
(B_F) 7, N(,_ful)
ow, o,
T _
(_Ei}_?_) n(__.EL)
g0, —m=-T) 9o, (6.15)
2 T —_
(ﬁf_) (U:) N( Hy )
dw, o,
For high 7 we have:
, -7
(a_F) ,I(L)
_a_'_u_?f_ = —l*__crz__ (6.16)
F 2—T
QL) oyl
I, o,
F T
o, ()
a0, :—(,ug—T) o, 6.17)
— - - ‘
SR A
ow, o

Over the range —4 < z < 0, the ratio n(z)/N(z) is approximately a lincar function of z
(Fig. 6.6}, and hence of 7' (as z is a linear function of 7). It hence Tollows that, as the
departure of a threshold from a component mean increases, the sensilivity of the
frequency ol temperatures above or below thal threshold to the weights decreases

relative to the sensitivilies (o both the mean and standard deviation.
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The following order of importance then follows as a threshold becomes more

extreme;

|. Standard deviation
2. Mean

3. Component weight

in determining the frequency of temperatwes above or below that threshold.

The generalisation to the three-component case is more complex, us the set of
component weights wy, wy and w; has two degrees of freedom, rather than one, and it
1s not possible to 1solate a part of the overall distribution where the third component is
dominant, as the distribution has only two tails. These two factors combine to prevent
a generalisation of equations 6.10 to 6.17. The relationships of sensitivitics to means
and standard deviations shown in 6.8 and 6.9, however, do hold for a third

componerl.

As a result of the difficulties in the theoretical treatment of the three-component case,
the atlempts to relate observed changes in extremc event frequency to changes in
paramelers of the distributions, described in Chapter 7, will concentrate on those
stutions and months where the frequency distribution has been shown to be adequately

represented by two Gaussian components.

6.6. Summary

[n this chapter, the compound Gaussian distribution has been developed as an
appropriate frequency distribution for the representation of daily maximum and
minimum lcmperatures. This model will be used further in Chapter 7, in order to
assess changes over the 1957-96 period in the nature of the frequency distribution of
daily maximum and minimum temperature, and tc make conclusions from these

chiunges concerning the potential attribution of such changes to physical causes.
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Chapter 7
Observed Changes in the Frequency of Threshold

Temperature Events at Australian Stations

7.1. Observed trends in frequency of threshold events at individual stations

7.1.1. Methods

Trends in the frequency of threshold events were considered in @ number ol ways. The
following types of events were considered as possible threshold events for

investigation:

(a) The frequency of temperatures above or below a percentile threshold

Events examined were the monthly frequency of daily maximum uand minimum
temperatures above the 90th and 95th percentiles, and below the 5th and 10th
percentiles. In cach case, the temperatures used were the deseasonalised anomalies as

defined in Chapter 6.

The percentile thresholds were calculated separately for each of the 12 calendar
months. As anomalies from a normal which varies scasonally, the absolute
lemperature corresponding to & given percentile threshold will vary through a month,

particularty tn spring and autumn.
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(b) The frequency of temperatures above or below a fixed threshold

Events examined werc the monthly frequency of daily maximum or minimum

temperaturcs breaching the following thresholds:

. Maxima above 40, 335 and 30°C
. Minima above 20°C

. Maxima below 10 and 15°C

. Minima below 3, 2 and 0°C

In each case, the number of events per month was aggregated to gencrate four
seasonal totals per year, for summer (December-February), autumn (March-May),
winter (June-August) and spring (September-November). The number of cvents per
season was then divided by the number of observations to generate the number of
events per season as a proportion of all observations, in order to take missing

observations into account.

Trends were calculated for each threshold and scason over the 1957-96 period
(although some stations were not open for the full period of record). At stations for
which duta are available prior to 1950, trends were also calculated for the full period

of record at those stations.

In the case of lixcd-threshold events, no trend was calculated i the cvent did not
vceur at feast once in 20% of scusons, or if it occurred on cvery day in at least 20% of
scasons. This prevents trends [rom being calculated il the event is rare or unknown at
that station and scason. (For example, at Thursday [sland, where no temperature
below 19.5°C has ever been observed between October and June, a trend in the
frequency of summer or autumn minima above 20°C, or below 5° or 0°C, would

obviously be meaningless).
Following the arguments of Nicholls (2001), it has not been considered appropriate to

carry out significance testing on the trends, as the data from the 1957-1996 period are

being viewed as a set of observations in itself and not as a sample from a jarger
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statistical population. In any case, the magnitude of the observed trend is of greater
importance than its statistical significance (Nicholls, 2001). As 2 benchmark,
particular attention will be drawn in this section to trends exceeding 5 days/decadc at
the annual timescale. When the 10th and 90th percentile thresholds are being
considered, an increasing trend of 5 days/decade represents an increase in frequency
of 75% over the [957-1996 period, whilst a similar decreasing trend represents

decrcase in frequency of 43% over the same period.

As is discussed in more depth in Chapter 8, the percentile thresholds arc most
appropriate to any consideration of cvents on a national basis, as they occur with
cqual frequency over the long term at each station and in each season. A fixed
threshold can also represent a dilferent type of event at different stations: the
frequency of winter maximum temperatures below 10°C is a indicator ol extreme low
maxima in many parts ol Australia, but at the alpine site of Cabramurra it is an

indicator of extreme high maxima (for the season).

It is, however, useful to consider fixed absolute thresholds at individual stations to
which they are appropriate, not least because of the physical significance of some of
the thresholds — for example, the importance of frost frequency in agriculture. Some
discussion of the significance of such thresholds is worthwhile at this point. In some
cases (such as (rost) a specific threshold 1s critical. In other cases, while studies of the
impacts of extreme events have focused on specilic thresholds, these thresholds are
themselves somewhat arbitrary choices. Australian examples of the impact of cxtreme
high temperatures on crop yields and quality (c.g. Savin and Nicolas, 1999; Savin ct
al., 1996; Blumenthal et al., 1991) have found relationships between crop yield and
quality and the occurrence of temperaturcs above a specific threshold, but in these
cases the impact of high temperatures was gradual (i.e. there was a progressive change
in yield with increasing temperature, rather than a sudden change at a specific
threshold) and the choice of a specific threshold for analysis is somewhat arbitrary.
Elsewhere, the impact of extreme high temperatures on wheat and corn yields in the
United States has been the subject of much study (e.g. Meamns et al., 1991). However,
Shaw (1983) 's discussion of climatic influences on corn yields suggests that the
impact of temperature on yields is also one which changes gradually with an increase

in the threshold used.
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Current international research on indices of climate extremes (e.g. IPCC, 2001) uses a
variety of thresholds (both fixed and non-fixed), many of which are also arbitrary in

nature.

The major urban stations were included in this stage of the analysis. Whilst the
observed trends from those stations cannot be tzken as representalive of broader
climate change, the nature of the changes in the frequency of threshold exceedances
and how they relate to changes in the frequency distribution are still of interest,

whatever the underlying cause.

7.1.2. Results for the 1957-1996 period

The observed trends m the frequency of exceedances of high percentile thresholds are
shown in Figs. 7.1a-h, and in Tablcs 7.1a-h. Those in the frequency of exceedances of
fixed thresholds are shown in Figs. 7.2a-1, and in Tables 7.2a-1. All trends arc shown
in terms of days per decuade, converting the proportion of threshold days o a number
of days assuming a full set of observations for each scason {(and assuming a 28-day

February).

The signs of the observed trends are summarised in Tables 7.3 and 7 4.
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Fig. 7.1b. Trends, days/decade, in frequency of maxima above 90th percentile
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Fig. 7.1h. Trends, days/decade, in frequency of minima below 5th percentile
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Fig. 7.2f. Trends, days/decade, in frequency of maxima below 10 degrees C
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Table 7.1a. Trends in frequency of maxima above 95" percentile, 1957-96

Station Station name Trend (days/decade)
\ number Spring Summer Autumn | Winter Annpual
1 1021 Kalumburu 0.12 0.94 3.04 1.17 4.96
;2012 Halls Creek -0.72 -1.88 -1.25 -0.47 .|
3003 Broome 0.82 0.19 0.36 i 1.65 2.95
14032 Port Hedland 0.40 0.49 0.46 0.28 [.55
5007 Learmonth 0.70 .04 0.97 0.49 1.96
I 5026 Wittenoom 0.22 [.29 0.55 0.23 2.23
. 6011 Carnarvon -0.37 Q.66 0.24 -0.18 .96
\ 7045 Meckutlarra 0.32 0.58 -0.06 051 1.27
't 8039 Dalwallinu 0.28 -0.10 -0.02 0.73 0.93
' 8051 Geraldton 0.11 Q.11 0.15 0.20 0.30
\ 9021 Perth Airport 0.02 012 -0.23 0.07 -0.38
L9518 Cape Lecuwin 1.02 0.06 0.00 0.18 1.24
- G741 Albany -0.25 -1.14 0.05 0.28 -1.15
9789 Esperance -0.09 -1.02 0.02 -(.58 -1.06
10035 Cunderdin 0.62 0.02 0.30 0.38 1.30
10648 Wandering 0.52 -0.32 -0.10 0.36 .50
11052 Forrest 0.16 043 0.34 0.66 1.47
12038 Kalgoorlie 0.66 0.20 0.15 0.66 1.62
13017 Giles 0.69 092 1.09 0.35 3.05
14015 Darwin Airport -0.12 -0.40 0.24 0.21 -0.21
14823 Victoria River Downs* 0.25 -0.62 1.72 0.90 1.54
15133 Tennant Creek 1.84 0.31 -[.33 0.97 1.92
15548 Rabbit Flat* 4.54 211 2.10 4.52 13.79
15590 Alice Springs 0.70 142 0.00 0.99 3.10
16001 Woomera -0.16 -0.67 -1.22 1 0.86 -1.22
1 6044 Tarcoola 0.97 1.56 1.95 1.14 ' 558
17031 Marrce -0.09 0.32 -0.31 -0.03 [ -0.13
17043 Oodnadatta 0.08 1.20 0.42 0.11 1.93
18012 Ceduna 0.09 0.04 0.06 0.65 F 0T
18070 Port Lincoln -0.22 <033 -0.04 0.62 | 0.05
21046 Snowlown | 0.43 -0.43 0.75 051 0.85
22501 | (tape Borda ; 0.86 0.16 - 073 0.64 12230
23090 Adelaide RO ] 0.24 0.17 0.39 0.69 1.3
23373 Nuriootpa 0 -0.20 0.03 F .84 0.12 0719
26021 - Mount Gambier l -0.13 0.00 0.47 0.37 0.62
26026 Robe 1047 -0.37 0.95 0.06 1.7
27022 Thursday Island - 1.39 1.59 -1.99 -0.78 047
27045 Weipa \ 1,59 -1.63 2.09 2.38 332
28004 Palmerville 116 1.71 0.79 1.36 4.97
29004 Burketown | -0.35 -0.61 -1.45 .74 -291
30045 1 Richmond -0.32 -045 0.26 i -0.70 -093
31011 Cairns 1.71 0.43 1.10 1.12 4.35
32040 Townsville 0.45 1,79 2.56 044 5.13
33119 Mackay MO 1.91 2.65 0.74 091 6.25
34084 Charters Towers 0.00 1.59 L.14 0.28 3.08
36007 Barcaldine 6.50 058 0.54 1.23 2.89
36031 Longreach -0.20 -0.64 -0.45 0.24 -0.85
37010 Camooweal 0.57 127 -(.42 1.40 2.75
38002 Birdsville 0.63 074 -0.11 1.38 2.62
38003 Boulia -0.03 142 -0.02 0.94 2.16
39039 Guayndah 1.05 129 0.03 1.25 3.57
39083 Rockhampton 0.38 0.77 1012 0.14 L.51




Table 7.1a (cont.). Trends in frequency of maxima above 95" percentile, 1957-96

Station | Station name Trend (days/decade) 1
| number Spring Summer | Autumn Winter | Aopual |
(39128 [ Bundaberg 0.57 1.42 0.33 027 [ 251
" 40004 - Amberley 1.07 0.38 -0.03 .06 F2.67

40223 Brishane Airport -0.15 -0.25 -1.69 -0.48 0 -2.42

40264 Tewantin 180 0.44 -0.23 113 273

42023 Miles 0.14 0.43 0.11 .70 2.43

43109 St. George 0.59 -0.63 -0.28 L.O0 1074

44021 Charlevitle 0.46 0.73 0.05 0.69 1.95

45017 Thargomindah 029 0.16 -0.36 0.80 | 0.06

46037 Tihoohurra 0.18 0.96 0.18 0.94 2.31

46043 Wilcannia -0.79 -0.22 -0.49 031 -1.24

48027 Cobar 0.00 -0.04 -0.26 0.86 F 042

48739 Bourke 0.19 0.35 -0.91 0.8% - 0.42

52088 Walgett 0.20 -0.05 -0.28 0.44 | 0.07

53048 Morce 0.00 -0.35 -0.91 -01.97 ( -2.24

55024 Gunnedal Soil Cons -0.37 -0.08 -0.96 0.84 P -0.90

36017 Inverell PO 0.87 0.44 -0.32 -0.19 P .81

58012 Yamba 075 0.69 0.43 0.92 / 2.76

39040 Coftfs Harbour 0.08 0.10 -0.41 024 | 0.02

60026 Port Macquarie 0.73 2.37 [.19 .26 358

61078 Williamtown 0.49 0.5l -0.80 (.85 L.14

61089 Scone Soil Cons 03l -0.60 -0.587 0.80 -(1.28

63005 . Bathurst ARS f-0.3] 0.41 -0.00 -0.09 L0714

65012 Dubbo 0.19 -0.04 0.05 0.47 1 0.206

46062 Sydney RO 0.06 -0.07 -0.53 0.44 -0.12

67105 Richmond 025 0.51 327 145 0.95

68034 Tervis Bay .24 -0.15 -00.35 .48 -{LO8

68076 Nowra 001 -124 -0.45 {149 -2.08

69018 Moruya Heads 039 -0.40 A0.27 (101 -0.31

014 Canberra Alrpon (.56 -0.02 C 05 .73 g.10

72150 Wagga Wapait -0.48 .48 .37 012 0.38

72161 Cabranuirra -0.22 017 -().31 0,04 =001

73054 Wyalony 0.72 -0.02 {131 .00 [ 1.66

74128 Denifiquin 0.03 0.07 1,24 125 .67

T6031 Mildura -h53 -0.20 -(0.44 15 -1.18

T8ROI Nhill 042 (146 0.1y .035 072

&0023 Kerang 0.39 0.18 013 0.71 1.29

32039 Rutherglen 0015 0.04 .53 L08R 032

840106 Gabao Island -0.40 -0.27 - 103 .62 -1.04

44030 Orbost -00.21 -0.42 .04 -1.92 -2.42

85072 Sale -0.56 -0.12 (.22 093 0.40

85096 ‘ Wilsons Promontory 1.10 -0.20 0.25 073 I.84

80O071 Methourne RO -0.07 -0.25 [ 0.19 0.02 . -0.22

87031 Laverton 0.24 -0.60 0.46 073 072

90015 Cape Otway 048 -0.15 0.07 0.42 0.56

91057 Low Head 0.11 -0.49 1.12 1.24 2.05

91104 Lavnceston AP -0.46 -0.17 0.76 0.42 0.35

92045 Eddystone Paint 025 0.27 .03 2.10 3.61

94010 Cape Bruny -0.22 -0.52 0.07 022 (.45

94029 Hobart RO 0.42 .11 2 0.41 071 1.58

94069 Grove 0.58 -0.38 0.52 0.67 1.28

96003 Butlers Gorge 1.15 0.67 1.08 0.28 3.29

* denotes station with less than 35 years of record in the 1957-96 period



Table 7.1b. Trends in frequency of maxima above 90™ pereentile, 1957-96

Station | Station name Trend {days/decade)

number \ Spring Summer | Autuimn Winter Anaual
1021 ¢ Kalumburu -0.22 0.58 5.55 1.93 8.00
2012 ‘ Llalls Creck  ~[.19 -3.62 -1.69 -0.70 -6.90
3003 Broome l 1.05 -0.05 0.52 2068 | 4.02
4032 i Port [ledland 0.15 0.39 0.44 0.68 i 1.53
5007 [ Learmonth ‘ -0.00 -0.39 .43 0.49 l 1.82
5026 \ Wittenoom i 0.92 232 1.51 092 547
6011 { Carnarvon l -0.8¢% -0.84 0.66 0.13 \ -0.99
7045 \ Meekatharra ' 0.48 051 0,02 1.09 120!
8039 o Dulwallinu 0.23 0.00 -0.03 1.02 \ 1.21
8051 Geraldton 10.14 0.00 0.57 050 | 1.07
9021 Perth Airport | 0.43 -0.23 0.29 0.40 L 072
3518 Cupe Leeuwin 1.64 -1.27 -0.09 0.13 0.56
9741 Albany ;) -0.62 221 0.99 047 -1.44
9789 Esperance 0.25 -0.99 -0.61 -1.42 -2.80
10035 Cunderdin 0.56 -0.16 0.00 1.10 148
10648 Wandering 0.62 -1.32 -0.16 0.54 -0.10
L1052 Forrest 0.1l 0.17 0.44 0.84 1.25
12038 Kalgoorlie 0.75 0506 0.12 : (1L82 2.00
13017 Griles 1.04 1.50 L.63 \ 0.36 4.67
14015 Darwin Airport -0.05 -0.50 0.54 | 1.16 0.84
14425 Victoria River Downsg* | 0.12 -1.12 2,36 [ 0.71 1.28
15135 Tennant Creek 2.12 0.29 -1.45 i 0.82 1.96
15548 Rabbit Flat* 1.10 322 5.20 | 4.74 21.00
15590 Alice Springs 1.42 1.79 0.04 1.32 4.61
16001 Woomera -0.52 -1.50 -0.93 -0.51 -3.50
16044 Tarcoola (.66 1.98 2.32 2.00 7.98
17031 Marree -0.06 0.9] .10 0.05 0.82
17043 ’| Oodnadatta 1.64 2.49 0.71 0.63 13.78
18012 Ceduna -0.20 - 0.02 -0.37 0.20 | -0.48
LRO70 [ Port Lincoln 0.48 \ -0.11 0.01 1102 \ L.44
21046 ¢ Snowtown 0.19 I -0.37 1.02 l 0.26 “0.28
22801 | Cupe Borda 1.19 L0431 .15 1 0.75 3.40
23090 Adelaide RO 0.05 | -0.03 0.61 i -0.05 0.42
23373 Nuriaotpa .07 0.19 0.87 \ 0.47 [.40
26021 i Mount Gambier -0.43 i 012 0.53 F 023 0.24
20026 Robe \ 0.43 v -0.35 1.40 0.61 .82
27022 Thursday Island | 2.49 | 3.07 -1.03 -1.06 397
27045 Weipa \ -2.64 317 2.96 4.14 -7.33
28004 C Palimerville 173 2.28 1.17 1.0G 6.15
29004 Burketown \ -0.66 0.08 -2.20 -1.53 -3.68
30045 . Riclimond i 0.65 -0.79 0.78 -0.78 .98
31011 Cairns \ 2.30 0.35 1.07 2.14 592
32040 i Townsville 0.84 354 4.8] 0.99 1025
33119 I Mackay MO 3.43 4.13 0.37 0.62 8.65
34084 Charters Towers -0.47 3.09 2.76 0.89 6.23
36007 | Barcaidine 1.30 0.84 1.24 1.39 4.84
36031 Longreach .45 0.12 0.33 0.44 0.05
37010 Camooweal 0.63 2.24 | -0.19 2.04 4.55
38002 Birdsville 0.83 115 -0.39 1.61 323
38003 Boulia -0.02 2,15 ¢ 1.00 1.27 4.23
39039 Gayndah 1.72 2.07 -0.04 2.05 5.74
39083 Rockhamptan 1.27 091 0.50 0.61 3.41




Table 7.1b (cont.). Trends in frequency of maxima above 90™ percentile, 1957-96

Station Station name Trend (days/decade)
number Spring [ Summer Autumn | Winter | Annual
35128 Bundaberg 0.74 2.55 0.91 0.65 478
40004 Amberley 2.11 0.49 -0.35 1.68 4.15
40223 Brisbane Airport 0.29 -0.57 -2.02 -1.56 -3.67
40264 Tewantin 1.64 1.40 -0.18 1.53 373
42023 Miles 0.55 0.03 -0.15 2.83 3.14
43109 St. George 0.70 -0.14 0.00 1.90 240
44021 Charleville Q.67 0.88 0.04 1.49 361
| 45017 Thargomindah -0.09 0.49 -0.59 .94 0.34
46037 Tiboocburra 0.3%8 2.05 0.27 .70 370
46043 Wilcannia 0.76 -0.25 i -0.96 -0.10 =217
48027 Cobur .08 0.19 076 1.28 0.44
48239 . Bourke 0.09 0.92 -0.65 .57 0.84
52088 Walgett 0.40 -0.22 -(0.22 (.48 -0.01
53048 Moree -0.62 -0.90 -0.60 -1.07 -3.21
55024 Gunnedah Soil Cons -0.24 -0.36 -1.28 {135 -1.86
36017 [nverell PO o 151 0.63 -(0.50 033 1.99
58012 Yamba 137 0.49 0.24 1.32 343
59040 Cofts Harbour 058 0.76 -0.36 0.74 200
60026 Port Macquarie 059 3.83 1.79 1.33 7.54
61078 Williamtown 1.09 1.12 -0.54 1.40 313
61089 Scone Soil Cons -0.13 -(1L.58 -0.83 039 -1.82
63005 Bathurst ARS -0.98 0.90 -0.43 -1.57 -1.27
65012 Dubbo -0.08 -0.27 0.03 (.35 0.59
66062 Sydney RO 0.24 0.31 -0.36 (.22 (.38
07105 Richmond 0.28 0.05 -(1.58 0.33 (.90
68034 Jervis Bay -0.06 -(30.02 -(0.260 103 077
68076 Nowra 023 -1.23 00,30 11,05 -1.20
69018 Moruya Heads 0.33 -1.57 -1.35 U1K -2.89
70014 Canherra Atrpont -1.24 (.38 .01 (18 -1.19
72150 Waggs Wagga -0.59 (.54 (.37 (h53 1.02
72161 Cabramurra -1.75 -0.66 .27 L0649 0.72
73054 Wyalonp f25 -0.55 R 011 -0.06
74128 Deailiguin .43 {).5% (.37 (.24 (.97
76031 Mildurn -0.48 -1.08 -1 -N.30 -2.08
THOA L NInll 0.09 -0.19 111 .42 072
EO023 Kerung -0.02 (.09 0.54 .83 1.37
823039 Rutherglen -0.46 -0.42 (.53 .24 -0.01
24016 Gabo Island -0.83 -0.31 -0.23 1.52 .14
84030 Orbost -0.41 e =073 -1.23 -1.01 381
85072 Sale 0.12 - -0.60 0.78 1.54 142
85096 Wilsons Promontory 1.13 -0.37 0.72 1.37 290
86071 Melhourne RO 0.03 -0.44 0.52 -0.04 -0.07
87031 Laverton 0.14 P -1.29 0.33 1.50 0.52
90015 Cape Otway 0.74 P -0.26 0.05 0.95 1.49
91037 Low Head 0.29 C-0.84 3.24 3.07 5.88
91104 Launceston AP -0.03 [ -0.10 1.55 0.53 1.62
02045 Eddystone Point 0.23 | -0.14 1.54 4.05 6.10
94010 Cape Bruny -0.35 -0.75 0.33 0.38 -0.37
94029 Hobart RO 0.05 (.03 0.74 I.14 1.86
94069 Grove 0.35 -0.27 0.52 0.94 1.53
96003 Butlers Gorge 1.61 1.62 1.77 1.55 0.57

* denotes station with Jess than 35 years of record in the 195796 period




Table 7.1c. Trends in frequency of minima above 95" percentile, 1957-96

Station Station name Trend (days/decade)
number Spring Summer | Autumn Winter [ Annual
1021 Kalumbury 1.49 0.60 \ 1.17 -0.17 13.36
2012 FHalls Creek -0.31 -1.44 - -(0.58 -1.08 -3.17
3003 Broome 2,39 1.56 -0.31 0.05 3.77
4032 Port Hedland 0.53 0.12 0.79 0.94 1233
3007 Eearmonth -0.48 -3.76 P-1.23 i 1.29 1 -3.23
5026 Witlenoom 0.27 0.20 0.65 0.54 1.54
6011 Carnarvon 0.13 1.33 0.38 0.87 2.76
7045 Meckatharra 0.46 i 0.23 0.73 0.3l 1.62
8039 Dadwaltlinu 0.48 \ -0.66 -(3.14 Q.11 -0.17
8051 Geraldon 0.66 P {138 0.78 0.59 .66
9021 Perth Airport 1.82 \ 0.85 1.13 0.15 31.89
9518 Cape Leeuwin 1.71 1021 0.86 1.42 181
9741 Albany 0.01 045 1.33 119 1.96
9789 Iisperance 0.90 0.69 1.00 0.66 3.28
10035 Cunderdin 0.61 -().64 -0.03 0.76 0.81
10648 Wandering 0.75 .62 .02 0.77 1.15
11052 Forrest 1.78 0.07 1.20 0.76 3.87
12038 Kalgoorlie 1.10 \ 0.71 .12 117 4.02
13017 Giles 0.09 | 1.28 Q.41 -0.45 1.20
14015 Darwin Airport 1.84 0.83 1.78 0.96 5.38
14825 Victoria River Downg® 1.86 ) -0.30 1.54 -0.20 2.94
15133 Tenoant Creek 0.65 f .78 1.56 117 4,21
15548 Rahbit Flat* 1.43 \ 1.36 \ 1.59 0.68 5.27
15590() Alice Springs 0.04 | -0.09 1-0.32 [.35 1.07
16001 Waoomera -0.60 \ -1.06 \ -0.23 1.15 -0.40
16044 Tarcoolka 0.09 - 1.12 i 0,71 -0.21 1.71
17031 Marree -0.62 -0.31 0.71 -0.29 -0.50
17043 Oodnadatta -0.20 -(LBD L 0,54 1.48 0.95
18{}2 Ceduna G.81 -0.27 ‘ 0.35 0.27 1.11
18070 Port Lincain 0.69 0.11 0.41 -0.34 0.92
21040 Snowlown -0.03 0.13 ‘ 0.50 043 0.91
22801 Cape Borda -0.29 -0.16  0.20 0.40 0.32
23090 Adelaide RO 0.72 0.44 | 0.73 121 3.04
23373 Nuriootpa 0.56 0.66 - 1.26 0.78 329
20021 Maount Gambier 1.64 0.57 1.18 1.77 5.11
26026 Raobe 1.18 0.10 11.25 2.04 4.43
D 27022 Thursday Islane 1.89 0.78 | 1.69 0.86 5.3%
27045 Weipa 0.27 1.92 | 1.79 0.67 i 4.00
28004 Palmerville 1.52 0.68 [ 0.24 -0.13 2.36
29004 Buricctown Q.53 1.42 v 1.8 0.91 4.77
30045 Richmond 1.52 1.14 [ 0.70 1.52 i 4.96
31011 Cuirns 2.46 0.85 \ 3.32 1.68 8.24
32041) Townsville 1.12 1.97 1.9 0.94 5.19
33119 Muckay MQ 1.10 [.54 \ 131 .16 5.18
34084 Charters Towers 0.63 0.11 | 1.08 0.87 2.80
36007 Rarcaldine 0.62 1.45 1.28 0.96 4.63
36031 Longreach 1.33 0.96 1.97 1.01 5.21
37010 Camoowezl 1.51 0.0l -1.22 -0.24 0.17
38002 Birdsville 0.38 0.3l 0.14 -0.33 0.45
38003 Boulia -0.51 -0.9] -0.55 0.17 -1.85
30035 Gayndah 0.90 1.21 0.24 -0.08 227
39083 Rockhampton .31 101 1.58 0.24 131




Table 7.1c (cont.). Trends in frequency of minima above 95" percentile, 1957-96
Station | Station name Trend ( dzl;,gs,idc&ﬁ[:ﬂl_' .
| number . : Spring Summer Autumn Wi_:_nc:r Antuiet
39128 Bundaberg 0.63 153 0.9¢ l0as SRR
40004 | Amberley 0.44 0.65 1.32 0.02 RL
40223 Brishane Airport 1.01 116 1.56 076 R
40264 ! Tewantin 203 1.48 1.76 1.1 NIRL
42023 Miles 047 0.50 0.31 0.39 s
23109 | St George 0.93 0.17 0.67 0.62 SRS
44021 Charleville 028 0.98 0.99 0.28 Doy
450)7 | Thargomindah 0.12 0.43 0.32 0.27 0
46037 Tibooburra 0.05 048 014 105 Y
46043 Wilcannia 0.63 0.63 10K 0,74 Do an
48027 Cobar 024 125 1.69 0.49 S
4835 | Bourke 007 0.87 0.79 0.9 s
2088 | Walgett 0.1l 0.29 0.43 0.07 Clien
5348 | Morce 0.52 0.16 1.9] 001 s
55024 " Gunnedah Soil Cons -0.24 -0.13 0.09 o> N
56017 | laverell PO 0.19 ' ‘ NS iy
1 0.24 117 0.3 1 P s
. 58012 Yamba 127 0.87 0.10 .21 *
‘59040 Coffs Harbour 0.05 0.85 0.07 )3 -

: . : 0,37 't
| 60026 Port Macquarie 0.72 2.75 (.32 OO RN
61078 | Williamtown 049 157 0.79 0.3¢ Y
| 61089 Scone Soil Cons 0.50 -0.08 042 040 h |
L 63005 Bathurst ARS 0.18 0.2 0.1 ' | oo

. . €012 0.0% Y

65012 Dubbo 1.05 -0.12 0.48 0.5 o
‘66062 Sydney RO 0.69 1.94 007 0.1 T o m.’
67103 Richmond 0.59 117 016 VO o
68034 | lervis Bay 031 103 (.75 e i

; " ix L7A (1.6} RN
68076 Nowra 0.22 10 141 i LA
| 69018 Moruya Heads 0.19 0.54 018 ['}E) -~
| 70014 Canhberra Airport 010 (104 [} .1 ¥l ! o
72150 Wagea Wapya 0.2 01 vl (0o
12161 a8 b 22 4 [A7 SR ) INTY

b Cabramurra 026 LG5 071 :

73034 Wyalong .44 :.1- y Lo o
74128 iqui ; 043 0 0.91 I

Deniliquin (.00 0.14 0.4 )

76031 Mildura 071 & ol 0.5 |
| 78031 Niill . 04 07 o0 S
80023 . 095 .99 0.82 0.52 SN

1 Kerang 0.20 Ut L ne
oo : 2 019 000 1RO O e
Rutherglen -0.03 010 0.37 , P
84016 } Gaho Island 033 - N |75 S
24030 : 0.53 ALK 040
. Orhost 042 ( - i
85072 Sale 032 o o N by
550% i Wilsons Promoniory 1:;17 ggi 030 0.35 LI
86071 Melbourne RO 0.98 T e T L
87021 Laverton 0.25 - -~ 138 |41
90015 Cape Otway 0.66 o 008 0.70 (.8
91057 | Low Head 005 o2 Vs ot e
91104 Launceston AP l 46 E}O%ﬁ oy 002 ben
sa0ss Eadsstons Peint 146 K .99 0.43 102
. 94010 Cape Brun}r 069 0’3)4 036 0.93 1_‘}!
94029 Hobarl RO : 0.22 0.98 0.80 1t
94069 Grove (1)(3}2 0.24 0.41 0.03 -1“{1 t
96003 Butlers Gorge 0.1? 039 0.05 -0.06 ~[‘I..(}(a
: -1.22 -0.54 0.26.'___ ] D

g P —
enotes station with less than 35 years of record in the 1957-96 period




Table 7.1d. Trends in trequency of minima above 9" percentile, 1957-96

Station Station name Trend (days/decade)

number Spring . Summer Autumn Winter Annual
1021 Kilunthuru 2.44 ’ 0.15 2.15 0.12 5.10
2012 Halls Creek -0.74 D169 -1.04 -2.36 -5.67
3003 Broome 3.87 l\ 1.33 -0.58 0.04 5.38
4032 Port Hedland 1.54 ! 0.88 1.57 1,40 5.29
5007 Learmaonth -1.12 i -6.18 -1.17 1.18 -5.92
5026 Wittenoom 0.20 0.38 0.78 0.64 206
6011 Carnarvon 1.01 i 1.50 0.21 1.45 430
7045 Meekatharra 046 \ 0.24 0.50 0.49 1.53
8039 Dalwallinu 0.49 . ~0.89 017 -0.53 -2
8051 Geruldton 1.19 -0.78 1.19 0.65 2.19
9021 Perth Airport 3.01 " 1.58 18I .66 6.85
9518 Cape Leeuwin 2.83 -0.48 1.35 2.47 6.22
0741 Albany 1.33 -0.24 2,25 1.54 4,08
9789 Lisperance 1.35 1.48 1.45 1.12 5.41
10035 Cunderdin 0.82 -0.69 0.23 112 1.49
10648 Wandering 0.74 -0.84 -0.39 0.68 0.54
11332 Forrest 2.84 0.94 1.46 1.07 G.40
12038 Kalgoorlie 1.53 0.84 1.17 1.76 5.11
13017 Giles -0.56 1.05 0.36 -0.17 0.76
14015 Duarwin Airport 299 1.83 235 0.89 7.93
14825 Victoria River Downg* 2.60 0.14 3.18 -0.11 5.51
15135 Tennant Creek 0.33 1.53 2.82 1.23 5.94
15548 Rabbit Flag* 2.65 0.58 2.07 0.59 6.02
15590 D Adice Springs 1.59 -0.13 -0.34 1.55 2.74
16001 Wuomera -0.60 -0.54 -0.25 2.20 1.07
16044 \ Tarcounla -0.24 [.91 1.08 -0.064 2.11
17031  Marree -0.78 -0.24 [.1O -0.79 -0.65
17043 \ Ouodnadatta -1.25 -1.22 -0.03 1.41 -1.13
18012 Ceduna 1.4] -0.40 0.97 0.06 2.54
18070 Port Lincoln 085 | 0.40 0.00 | 0.03 142
21046 Snowown 0.16 0.54 092 0.54 .84
22801 Cape Borda 0.1 - -0.01 (.23 1 0.77 0.53
23090 Adetaide RO 1.78 0.79 1.16 i 0.80 4.44
23373 Nuriootpa 1.06 0.48 1.75 1.50 4,89
26021 Mount Gambier 270 1.25 2.29 2.13 8.18
26020 Rohe .87 0.13 1.99 3.09 6.80
270322 Thursday 1sland 3.14 [.33 28] 2.04 9.59
27035 Weipa 0621 2.38 248 1.20 6.19
28004 Pulmerville 2.59 -0.13 0.32 -0.28 273
20004 Burketown 1.68 2.96 3.59 1.98 10.00
30045 Richmond 3.28 2.91 2.01 1.62 8.79
31011 Cairns 3.68 2.34 : 5.02 2497 13.94
32040 Townsville 2.02 3.06 2.54 5! 1.97 955
33119 Mackay MO 1.64 2.40 . 2.08 1.86 8.04
34084 Charters Towers 041 -0.14 1.65 1.27 3.30
36007 Barcaldine 1.56 312 2.39 0.57 7.93
36031 Longreach 113 1.60 3.59 1.64 7.90
37010 Camooweal 2.74 -0.19 -1.42 0.19 1.57
38002 Birdsville 0.0l 0.20 0.31 -0.73 -0.05
35003 Boulia -0.78 -1.05 0.09 0.72 -1.00
39039 Gayndah 1.57 1.63 0.86 -0.37 365
39083 Rockhampton 1.15 1.84 2.85 0.85 6.75




Table 7.1d (cont.). Trends in frequency o

f minima above 90™ percentile. 1957-96

Trend {dttym’duadt_)

ﬁlﬁﬂg:r etienname Spring ' Summer ! Autumn Winler
39128 Bundaberg 1.26 | 1.90 1.60 0.31
40004 Amberley 0.76 | 0.97 1.44 113
40123 Brisbane Airport 1.25 D276 i 2.45 0.00)
40264 Tewantin 3.00 1.83 3.9¢ 200
42023 | Miles 0.90 0.66 -0.03 0.08
43109 St. George 033 1 0.62 L LS L3S
44021 Charleville -0.35 1.0 i 185 .97
435017 Thargomindah 0.62 -0.10 \ (.98 0.010)
46037 Tibooburra 028 1.39 | 0.47 (.96
46043 Wilcannia -0.46 -0.80 o -1.03 .93
48027 Cobar 0.42 211 \ 2.55 0,30
48239 Bourke 041 1.58 1 LLBT 1.17
52088 Walgett -0.06 S 0.67 \ 1.22 (.61
33048 Moree 1.3] 1.30 208 P42
35024 Gunnedah Soil Cons .18 0.60 D102 1.0)7
36017 Inverell PO 0.14 036 \ 1.62 \ (140
58012 Yamba 1.33 1.33 L{L56 P02
59040 Coffs Harbour 040 .67 i 1.0} 1.02
60026 Port Macquarie 0.86 3.53 \ .66 \ LT
61078 Williamtown .59 2.52 ; 1.47 {1.th.4
61089 Scone Soil Cons .14 011 \ 1103 \ (.40
63005 Bathurst ARS -0.46 -0.10 | o} .34
65012 Duibbo 0.67 0.75 LOK (.85
66062 Sydney RO 102 297 \ I 47 \ 0.6:6
67105 Richmond 0.67 203 | L8] I
68034 Jervis Bay 025 1.26 [ I 1.001
68076 Nowra 0.29 (.21 1 0.O0 Lay?
69018 Moruya Heads -0.45 0.30 003 0.61
70014 Canberra Airport 0.45 0.15 0.0l TRE!
72150 Wagea Wagoa 0.74 0.72 1.4 AR
72161 Cahramtrra 0,70 -(0.72 13 |34}
73034 Wyalong 0.0 0.3 | 80 .55
T4128 Deniliquin 012 .35 S0 0.y
76031 : Mildura | 859 044 S {bAA 125
7803 Nhill 0.67 107 | v.og 103
. 80023 Kerang 0.50 -(1L.OB -1.53 KO
82039 " Rutherglen 0.26 047 \ {1,209 280
84016 Gubo Island -1.09 027 -1.24} {81
84030 Orbost -1.10 303 -84 Lo
85072 | Sule 023 0.05 \ 048 0.80
85096 Wilsons Promentory 2.00 043 07 213
86071 Melbourne RO 1.64 0.80 L2660 212
87031 Laverton -0.08 0.8§ \ -0.07 (.34
90015 Cape Otway 0.59 -0.53 - 076 {335
91057 Low Head -0.41 0.02 1.6 0.32
G1104 Launceston AP 1.83 0.60 1.26 0.67
92045 | Eddystone Point 1.26 -0.61 0.50 1.22
94010 | Cape Bruny 0.79 0.62 177 091
84029 Hobart RO 1.51 0.49 0.61 0.8
94069 | Grove 0.75 -0.09 0.01 0.69
96003 Butlers Gorge 0.03 -1.38 0.54

* denotes station with less than 35 years of record in the 1957-96 period
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Table 7.1e. Trends in frequency of maxima below 10" percentile, 1957-96

[ Station Station name Trend {days/decade)
number Spring Summer Autumn Winter Annual
1021 Kalumhuru 2.39 0.33 -1.30 -0.84 0.82
2012 Flalls Creek 0.08 0.70 0.21 -0.33 0.70
3003 Broome -1.23 095 -1.37 -2.68 -4.48
4032 Port Hedland 0.59 0.62 -0.67 -0.43 -1.01
5007 Learmonth -3.30 3.57 -1.24 1176 -0.20
i 5026 Wittenoom -1.78 -{.02 0.13 i -0.26 -1.35
601l Carnarvon -0.09 0.67 -1.05 \ -0.20 -0.80
i 7045 Meekatharra 0.15 -0.34 -0.65 i 0.34 -1.35
8039 Dalwallinu Q.11 (.01 -1.18 l -0.52 -1.47
. BOSI Geraldion -0.55 -0.78 -[.04 F1.01 -2.05
a0zl Perth Airport -0.54 0.04 -1.26 0.36 -1.31
P G518 Cape Leguwin -0.70 0.93 -1.06 -1.59 -1.24
9741 Albany -0.535 1.58 -1.47 1.36 1.44
. 9789 Lsperance -0.28 0.31 0.37 0.02 0.75
l 10035 Cunderdin -0.83 0.00 -2.09 -0.82 -3.53
b L0644 Wiundering 0.24 0.34 -1.46 -0.33 -1,37
. L1052 Forrest .19 0.64 -1.08 -0.17 -0.80
\ 12038 | Kalgoorlie 0.18 1.03 -0.03 0.46 1.57
S 13017 Criles -0.66 0.03 0.25 P.0.42 -0.88
14015 Darwin Atrport -0.23 -1,12 -0.73 \ -1.87 -3.58
14825 ¢ Victoria River Downs*® -1.12 -2.87 -1.538 +-3.09 -7.068
15135 Fennaat Creek 0.30 0.53 026 \ -0.39 031
15548 Rahbit Flur* -4.31 | -0.20 -2.04 1 -1.50 018
15590 Alice Springs -0.30 ‘ -0.27 0.31 -0.36 -0.68
16001 i Woomera 0.09 1114 098 1.64 2.34
[6044 \ Tarcoola -1.30 | 0.29 -1.13 -1.95 -4.10
17031 , Marree 117 025 -0.71 -192 -3.93
17043 Oodnadatta -0.71 \ 0.33 -0,55 -2.44 313
i 18012 P Ceduna -1.04 -0.24 -1.27 -1.24 -3.84
18670 | Port Lincoln 176 | -1.90 268 -2.19 -8.68
| 21046 C Snowlown -1.24 | .42 -1.38 -0.58 22,75
23801 Cape Borda 2.24 1223 171 -0.86 712
‘ 23090 Adelaide RO -1.24 ‘ -0.73 -1.39 -0.78 -4.10
23373 Nurinatpa -0.62 0.1] -0.96 -3.76 -2.20
26021 Maunt Gambier -1.29 -1.26 -1.51 021 -4.06
26026 Rohe -1.75 0.89 -1.31 -1.72 -190
27022 Thurselay sl -2.62 -0.51 -1.23 -2.44 -0.81
27045 Weipu -3.48 -0.92 -0.53 0.67 -4.26
28004 Palmerville 024 -1.25 -1.03 -0.26 -2.28
26004 Burketown 1.17 0.14 -2.42 1.39 -1.00
30045 Richmond 0.27 0.50 -3.07 0.05 2215
31011 Cairns -0.44 -0.01 -1.32 -1.28 -3.03
32040 Townsville -0.38 -0.42 -1.96 0.24 -2.23
33119 Mackay MO . 0,10 -2.15 -1.71 -0.01 -4.,02
34084 Charters Towers l -0.59 -2.24 -2.59 0.86 -4.54
36007 Burcaldine 0.45 -1.22 -1.15 0.81 -0.86
36031 Longreach ] 0.36 ‘ 0.05 -0.47 0.35 0.05
37010 Camooweal i -0.84  0.13 -1.32 -0.65 -2.69
3R002 Birdsville \ -1.03 ‘ -0.81 -0.96 -1.43 -4.34
38003 Boulia \ -0.01 \ 0.93 -0.83 -(0.49 -0.68
39039 Gayndah -0.51 -1.71 -0.92 -1.25 -4.23
30083 Rockhampton | 046 | -1.80 -0.51 0.26 -1.55




Table 7.1¢ (cont.). Trends in frequency of maxima below 10

Trend { dl};;/dLLdLlL) . ._

i ion name

gtla;g:r e Spring Summer Autimn | Winter
925 | Bundaberg 0.05 -2.00 091 0,42
40004 | Amberley 0.17 -0.51 045 LOR
40023 Brishane Afrport 0.54 -0.02 0.71 043
40264 TEW'ﬂrltin .46 =371 1.002 022
42023 Miles 054 -1.25 -1.82 e
43109 St. George -(1.30 -0.35 -{0.20 N30
44021 Charleville 0.66 -047 -0.99 0.33
45017 Thargomindah 0.18 -0.30 -1.62 (.73
46037 Tibooburra -(1.95 -0.30 -1.57 -1.54
46043 | Wilcannia 0.59 0.54 138 (1.5
48027 | Cobar 0.34 1.06 013 NN
48239 | Bowrke 0.22 -0.68 0.27 0.50

' 52088 Walgett 0.08 . -0.62 ()49 (.30

L 53048 Moree -0.52 -0.49 -0 1.07

- 55024 Gunnedah Soil Cons -1.78 -0.04 -1.50 NTRS %

58017 Inverell PO .45 0.02 -{1.94 A6

C 58012 Yamba -1.66 -1.05 -1.59 R

| 59040 Coffs Harbour -1.36 -1.26 0,77 1.5
60026 Port Macquarie -1.59 0.06 -(1.62 2
61078 Williamtown -1.04 -1.37 22 SRR
61089 Scane Soil Cons -0.65 .84 1437 {1.AS8
63005 Bathurst ARS 018 0.0 .72 1104
63012 Dubbo 0.18 (.36 -1.95 0207
66062 Sydney RO -0.43 =14 .47 X
67103 Richmond .05 (13K {151 ALER
63034 Tervis Bay -0.05 -0.23 -1.50 1.56
68074 Nowra .48 -1 AR 13
69018 Moruya Heads 0.15 0.8 07a (h St
70014 Canberra Alrport -0.37 (h13 (150 (hey7
72150 Wagga Waggu -1.38 0.1% 042 0.7
72161 : Cabramurra -0.47 0l Sz =1
73054 Wyalong 0.74 128 0,60 175
74128 Deniliguin 051 (.21 SR ) 3.1
76031 Mitdura 0560 (.61 .61 <1477
78031 Nhill <L 1S (.13 -1 -3
20023 Kerang .37 (LR (.94 ()44
82039 Rutherglen .14 (.80 -1.61 (h2s
84016 Gaho Island 0.00 -0.06 0.1 0.58
84030 Orbost 0.21 -0.13 0,00 PO
85072 Sale -121 -1.85 -3.06 -l
85096 Wilsons Promontory 0.11 £.20 -1.37 -2
86071 Melhourne RO .73 .19 -0.45 18
27031 Laverton -0.02 0.95 -0,22 -1.33
90015 | Cape Otway 0.16 1.08 0.12 0.87
91057 | Low Head 222 -0.13 -2.83 LS
904 | Launceston AP 109 0.42 -130 020
92045 | Eddystone Point 277 .56 2.8 270
94010 Cape Bruny 075 023 -l '64 —687
94029 Hobart RO ; ' '

0.63 -0.01 -0.93 -0.58
94069 Grove 033
-0. 0.15 -0.74 012

96003 Butlers Gorge 272 2334 2.92

* denotes station with less than 35 years of record in the 1957-96 period
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Table 7.1f, Trends in frequency of maxima below st percentile, 1957-96
Station Station narme [ Trend (days/decade)
number | Spring Summer Autumn Winter Annual
1021 Kalumburu | 1.35 -0.11 -L.09 -0.33 0.03
2012 Halls Creek | 0.25 0.52 0.25 -0.20 0.86
3003 Broome \ 075 0.25 -0.24 -1.59 -2.38
4032 Port Hedland 0.14 -0.19 -0.02 0.13 0.1l
5007 Learmaonth \ -1.71 1.84 -0.55 1.02 0.07
5026 Witenoom 0.71 -0.01 0.30 -0.42 -0.32
6011 Carnarvon \ 0.38 -0.35 -0.69 0.02 -1.47
7045 Meekatharra 0.31 -0.43 -0.26 -0.28 -0.66
8039 Dalwallinu 0.02 -0.22 075 -0.08 -0.85
! BOSI Geraldion -0.27 -0.51 -0.89 0.96 -0.77
9021 Perth Airport \ -0.30 0.54 -0.59 0.60 0.19
9518 Cape Leeuwin -0.28 0.94 -0.92 0.53 0.70
9741 Albany \ 0.70 0.89 0.85 0.46 021
Q789 Lsperance 0.35 0.13 0.05 0.07 0.04
10035 Cunderdin -0.38 1 =038 -1.25 -0.81 275
10648 Wandering 0.17 0.36 -0.73 -0.10 -0.45
11052 Forrest 0.39 0.46 -0.50 -0.35 0.18
12038 Katpoorlie 0.17 0.35 -0.08 0.40 0.82
13017 Giles -0.25 -0.03 0.03 0.4 -0.35
14015 Darwin Airport 0.08 -0.53 -0.34 -0.70 -1.30
‘ 14825 Victoria River Downs* -1l -1.66 0.25 -1.51 23193
- 15135 Tennant Creek 0.03 0.58 0.18 -0.04 0.67
‘ 15348 Rabbit Flar* 212 -0.09 -1.21 -1.90 -5.81
- 15390 Alice Springs -0.32 0.01 0.27 -0.18 -0.28
16001 Woomera -0.41 1.07 -0.09 1.07 1.92
\ 16044 Tarcoola -0.49 0.30 -0,.80 -1.14 -1.98
17031 Miwree -0.62 -0.58 -0.59 -0.83 -2.56
‘ 17043 Oudnadatta -0.63 -0.08 0012 -1.18 -1.79
18012 Ceduna -0.47 -0.42 -0.40 -0.53 -1.88
18070 Port Lincoln -0.99 -1.31 -1.35 | -1.54 -5.16
210406 Snowtown -0.63 -0.27 -1.19 ; ~0.38 221
2250 Cape Borda -1.26 -1.35 -1.22 -0.07 -4.53
23090 Adcelaide RO -0.76 -0.37 -0.83 -0.14 22013
33373 Nuticotpa -0.57 -0.07 -0.51 -0.47 -1.59
26021 Mount Gambier -0.82 -0.37 -0.86 -0.22 -2.24
20020 Ruhe -1.29 0.71 -0.64 -0.74 -1.74
27022 Thursday Island -1.28 -0.44 -0.36 -1.36 30l
27045 Weipa =179 -0.22 0.37 0.08 1 -1.50
28004 Palimervitle 0.08 -0.69 -0.35 0.19 -0.80
] 29004 Burkctown 0132 0.10 -1.43 0.51 -0.97
- 30045 Richmeond 0.29 0.42 -1.59 0.52 -0.34
31011 Cairns 0.20 0.21 -0.83 -1.08 -1.47
32040 Townsville -0.11 0.05 -0.57 0.63 -0.03
33119 Mackay MO 0.09 -1.16 -0.68 0.40 -1.48
34084 Charters Towers -0.45 -1.01 -1.35 0.62 201
36007 Barcaldine Q.09 -0.58 | -0.46 0.79 -0.01
36031 Longreach 0.34 -0.13 -0.33 0.04 -0.04
37010 Camooweal -0.39 0.12 -0.70 -0.25 -1.29
38002 Birdsville -047 -0.27 : 046 -0.90 -2.16
38003 Boulia 0.07 0.68 -0.37 0.43 0.62
39039 Gaynidah 0.16 -1.20 -0.62 -0.91 -2.55
39083 Rockhampton 037 -0.86 £ 0,23 -0.24 -044




Table 7.1f (cont.). Trends in frequency of maxima below 5" percentile, 1957-96
Station | Station name Trend (days/decade) .
number Spring Summer Autumn winter , At
319128 | Bundaberg 0.34 -1.53 -0.03 031 | 3
40004 Amberley 0.05 -0.25 0.17 «3.3Q R
40323 Brisbane Airport 0.33 0.05 0.33 0.07 LSS
40264 | Tewantin 0.65 -2.24 0.93 0773 1w
42023 Miles 0.41 -1.02 -0.92 012 | 1an
#8109 | St George 044 0.23 -0.08 0.37 HNIPR
44021 Charleville Q.11 -0.14 -0.62 025 S A0
45017 | Thargomindah 0.04 0.42 071 0.42 0 A
46037 Tibooburra -0.32 -0.09 -0.92 109 1Y
46043 Wilcannia 0.26 0.22 1.49 042 Y 40
48027 Cobar 0.01 0.49 -0.31 .(} ':.1. -u'ni
AL9 | ourke 0.03 10.59 0.39 .27 BEY
52 Walgett 0.19 0.4 02 0% e
§3g48 Moree 033 -0,211 3?1 ;i}é:(,? o
55024 Cunnedah Soil Con - - - AR
Py 20 5 gig 0’,)14 -0.006 448 R ER
P o -0. 0.20 -().52 (43 1.0s
000 alp a -0.78 -0.13 -1.01 -0.00) LY
Coffs Harbour -0.59 -0.49 -0.30 -1.05 ALY
60026 | Port Macquarie 0.62 0.67 0,16 052 Rk
61018 | Williamtown 045 0.83 01 \
o100 _ . & -1.15 L1960 Vg
! Scone Soil Cons -0.23 0.06 -1.02 .05 i)
6005 | Barhurst ARS 0.03 0.17 .54 10 o
63012 Dubho 0.2¢ ' 5 L {340} : 1
56060 Spdney RO (32]8 -0.26 .56 16 IR
10 _ -0. -0.74 .18 010 SRy
Richmond -0.29 .08 0.08 :
68034 Jervis Bay 0.10 : 08 .30 BUER
63076 N 0|2 0.7 (1,57 (1RO} L
69018 L . -0.01 0.06 155 L] o4
. M(}l’ll}cl Heads 031 1,34 {10 (3] ! s
;’?0{4 i Canberra Airport 0.04 4,17 ' __{)'1-; ' IS
;-130 Wugga Wapga -85 f)“l I .()I( 5 o) (] v He
: 12161 Cabramurra -11.38 r)-'%(, _[)-;i, U'I_ J Ll
TS Walon 008 0o 047 rn O
' 34[“8 Dentliquin -0.85 0.02 (0.0 “-:'l I
IS Mildura 0.30 0.3% 047 o BN
03E | Nl .66 018 " NS e
20023 Kerang 093 0 ]'_‘ A4 0.2 TRYS
8.2{3'39 Rutherglen -O:?:l D IIUf | 33:; ot hon
| 84016 Gabo Istand -0.36 0.( Ry Nl bl
84030 | Orhast 0.3 03 (.58 008 0L
§5072 S o 0[,)(.}4 0.22 .61 0o
23096 Wilsons Promontory .0I46 0 ﬁﬁﬁ h['z{? 066 b
26071 M -+ 34 (048 (). 6t N
o7 elbourne RO 0.68 0.22 - 1 5o
9 03t Laverton -(0.47 0‘;1, _OJ(I .37 1 lu
(}le Cape Otway -0.08 0.94 oA 0.08 DAL
EION Low Head _1i32 : 0‘30 0.(!5 .29 .50
9%(1)04 Launceston AP 0.82 1 0.28 oS 8O hAu
5 43 Eddystone Point L .1.26 144 122 0.0% L.54
4010 Cape Bruny 0.38 -1, -1.93 20858 SN
%09 | g - -0.46 -L.14 -1.5¢ A5
Yy | gt RO -0.56 0.12 0.74 : e
Grove ' ' e 0.34 -1
_0.42 CF"
96003 Butlers Gorge 184 0.10 072 0.13 (197
d -1.76 -1.79 -0.79 A%

* denotes stat; i
&8 station with less than 35 years of record in the 1957-96 period




Table 7.1g. Trends in frequency of minima below 10" percentile, 1957-96

Station Station name Trend (days/decade)
number Spring Summer Autumn Winter Annual
1921 : Kulumburu -2.39 -1.62 -1.78 -1.24 -7.44
2012 Halls Creek -0.74 0.17 1.70 0.20 1.05
3003 Broome -1.80 -1.26 1.26 -1.62 -3.60
- 4032 Port Hedland -1.34 -0.72 -1.24 -3.23 -6.70
5007 Learmonth 1.62 2.82 -0.60 0.31 147
5026 Willenoom -0.96 =117 -0.49 -1.22 -3.95
6011 Carnarvon -1.73 -0.60 -1.30 -1.27 -4.97
7045 Meekatharra 0.10 .27 -0.R0 -0.29 -0.78
8039 Dalwallinu -1.20 -0.92 -1.22 -1.11 -4.14
80351 Geraldion 023 1.52 -1,19 -0.24 0.30
5021 Perth Airport -1.38 -1.30 -2.81 -0.48 -5.87
9518 Cape Leeuwin -1.63 -1.18 -1.80 -1.81 -6.45
" 9741 Albany -1.05 0.14 -0.18 -2.21 .3.23
| 9789 Esperance -1.49 i -0.62 -2.61 -1.56 -0.27
- L0035 Cunderdin -1.75 -L13 -1.94 0.01 -4.80
‘ [0n48 Wandering -2.22 -0.94 -2.37 -1.16 i -6.85
PL10s2 Forrest -0.06 -0.08 0.61 -0.82 -0.38
12038 Kalgoorlic -1.51 0.67 -2.20 -0.93 1-5.32
13017 Giles -0.88 -0.72 249 0.92 1.12
14015 Darwin Airport -1.37 -1.94 -2.14 -1.54 -0.75
14825 Victoria River Downs* -1.84 -2.84 -0.99 -1.29 -G.10
15135 Tennunt Creek -0.27 -1.77 -0.78 -0.97 -3.70
15548 Rahbit lat* -1.38 388 4,39 .79 -1, 16
15590 Alice Springs -1.13 -0.91 -1.10 -0.71 -3.90
1 60 Woomera -1.30 0.39 -(3.96 -0.27 -2.02
16044 Tarcoola -1.13 -0.38 -0.57 -(.99 =297
17031 Miuree -2.69 -1.76 P -3.55 -1.606 -8.52
17043 Oodnadatta L -0.6R -0.16 (.48 077 -0.88
18012 Ceduna -2.75 -1.65 -1.535 -2.03 -8.32
18070 Port Lincoln -1.28 -1.47 ‘ -1.35 -2.01 -6.57
21046 Snowitowi 0.29 0.31 P07 ~1.96 -1.01
2280] Cape Bordu -0.81 0.30 -0.28 -2.04 -2.67
23000 Adehide RO -0.54 0.55 1035 -1.62 -0.97
23373 Nuriootpa -1.15 -2.10 \ -1.20 | -3.02 ~7.69
20021 Mount Gambuer -1.14 -1.26 I-1.18 =206 6.0
26026 Robe 226 .47 -1.63 i -1.35 576
24022 Thursday Island -0.58 -1.43 -1.07 -3.26 -5.51
27045 Weipa 2.66 -1.72 0.00 0.84 L.50
28004 Palmerville -1.69 -1.87 -0.07 -1.02 -7.16
29004 Burketown -2.37 4372 591 30 -14.43
30045 Richmond -1.72 -1.32 -1.55 -1.62 -5.83
31011 Cairng -2.12 230 -2.71 -1.78 -8.93
32040 Townsville -2.43 2012 -3.38 -1.61 -9.69
33119 Mauckay MO -0.94 -1.80 -291 -2.37 -8.10
34084 Charters Towers -1.90 -1.23 -1.53 -0.81 -5.30
36007 Barcaldine 0,29 -0.13 -2.55 -2.29 -4 84
36031 Longreach -0.01 -2.12 -1.37 -0.71 -4.10
37010 Camooweal -1.14 2.83 1.22 -0.12 2.54
38002 Birdsville -0.24 1.35 0.32 0.06 1.50
38003 Boulia -0.44 1.56 -0.03 -1.16 -0.24
39039 Gayndah -0.98 0.71 -2.39 -1.01 -5.11
39083 Rockhampton -1.18 -1.78 -2,31 -2.30 -7.68




Table 7.18 (cont.). Trends in frequency of minima below 10" percentile, 1957-96

Wn name L Trend (days/decade) )
wb’gr,“ | Spring Summer | Autumn Winter CAnnuad
39128 ] Bundaberg -0.34 -1.89 -2.31 RO ol
40004 i Amberley ‘ 076 -0.97 S14d TRE RN
40222 i Bn’sbanp Airport -1.85 -2.52 -1.08 260 : IR
40264 | Tewantin 312 -2.56 -3.70 304 RN
42023 | Miles 0.29 -0.67 092 1M A
;109 St Georee -0.47 075 0.4 RE T
y021 | Charlewille 2,03 -1.04 091 230 L oh
45017 | Thargommdah -1.26 2212 0.33 PR P kg
46037 | Tibooburra | -0.94 042 0,17 (.11 o
46043 1\\«'nlczmma .59 2.96 LB6 (.07 ey
48027 '| Cobar | -2.67 1.09 10,87 P73 4.9
4239 Bourke 0.76 -0.86 070 169 B!
52088 Walgett 116 0.10 114 0.77 EENTY
53048 + Moree _ -2.75 217 2.0 339 I T
S5024 I Gunnedah Soil Cons 0.72 -0.15 .62 1) RIRTR
I 017 ! Ioverell PO 170 | -123 0.98 277 ot
58012 | Yamba -1.07 | -0.89 -1.34 Ly CoL
sg40 | Cofts Hurbour 13422 2,90 270 Rt
goo26 | Port Macquarie -2.86 L 2.61 13 AR D) ETTEST,
grg78 | Williameown 035 lon BED I K9 Aw
6089 | SconeSoil Cons 111 1 0.65 014 01413 Lo
gipos | Bathurst ARS 0.26 1098 L 080 L0 L
(gso12 | Dubbo 017 1006 oo |7 o
062 | Sydney RO -0.30 | -1.04 306 087 C s
g7105 | Richmond 1.34 | -0.32 Y (.8 IRl
(8034 | Jervis Bay 0.47 | 0.12 | 069 ”:” I
gs076 1 Nownd 0.88 -0.57 | &7 0.1 e
| go018 1 Moruya Heads -0.70 0.18 | 1005 | 0% L
l 20014 i Canherra Alrpart -1.62 -3 | 1.y2 R -y 0
50 b Wagga Wagga -1.00 152 | _|:]:1- [J‘;I ! l‘ il‘»
7161 { Cabramurrs .0.10 0,50 . _[}m ”'“ s
7054 | Wyelone 0.44 0.63 L osi i | hl
74128 Deniliquin 0.0 017 s ) "“‘
76031 Mi|_dLl1'{l -1.75 -1.53 I ["",JI7 L7 | I l-
| 78031 Nhill 0.57 L3l | -t):lj{h] “. N “f. II:]J
20023 Kerang 044 059 oo “'--{ PO !
21039 Rutherglen 0.69 3y | o .‘:; i .:1 (1
84016 Gaba [sland | 0.27 016 | -(IHI Lo |- o
30 | Orbost | 054 0.6] | 133 An KR
83072 Sule | 045 A48 082 b j Lo
85096 [ Wilsons Promontory | -1 40 -1.94 | b 113 R
7 | Melbourne ' | 304 -1.95 HoAd
56071 RO 147 118 1
g7031 Laverton 0.23 108 |- -l S.U8
o013 Cape Otway 193 : | -1.53 .92 BRT
a . ‘ o 151 -2.27 L 0.97 e
91057 Low Head -0.59 |37 5 i
91104 Launceston AP 195 27 015 0.52 0.1
“gop4s  Eddystone Poj : -1.09 I -1.38 218
~gyp45 | Ebddyswone Point -1.80 .04 Y .
94010 Cape Bruny | <153 0.97 » -1.48 1.0
04029 Hobart RO 135 103 -1.57 0,39 .88
04069 Grove 07 029 -L77 -0.71 540
96003 Butlers Gorge 011 0.00 140 ~1.00 -3
‘ 031 078 009

¥ genotes station with less than 33 years of record in the 1957-94 period




Table 7.1h. Trends in frequency of minima below 5 percentile, 1957-96

Station Stalion name | Trend {days/decade)
number | Spring Summer | Autumn Winter Annual
1021 Kalumburu L -0.93 0.28 | -1.45 0.22 2.1
2012 Halls Creek 5 -0.95 .71 0.25 -0.42 -1.90
3003 Broome i -0.95 -1.01 1.04 -1.27 (=224
4032 Port Hedland | -0.66 0.76 115 -1.56 424
3007 Leannonth | 1.25 [.30 -0.49 A1 2 1.69 :
5026 Wittenoom :-0.87 -1.10 -0.34 -0.85 -3.15 '
6011 Curnurvon l -1.26 -0.62 -0.95 0.20 -3.07 !
7045 Meekatharra 0.35 -0.20 -0.56 -0.18 -0.65 '
8039 Dalwattinu -0.28 -.39 i -1.0¢ -1.03 -2.56 j
8051 Geraldton | 0.42 0.50 ‘ -0.51 -0.32 0.10 *
9021 Perih Airport | -0.73 -0.65 i -1.61 -0.13 32
9518 Cape Leeuwin 1-0.74 -0.81 ’ -1.26 -1.19 -3.93
9741 Alhany \ -0.96 0.41 L 0.23 -1.43 -1.08
9789 Esperance 10,82 -39 I ¥ -1.25 -3.88
10035 Cunderdin -1.15 L -1.04 ‘-1,23 -0.39 -3.96
10648 Wandering -1.44 I -0.67 1139 -1,30 4,86
11052 Forrest 0.34 f 1S ‘ 0.67 -0.6) 0.35 !
12038 Kalgoorlie -0.86 -0.94 : -1.05 -0.33 -3.29 )
13017 Giles 1-0.23 -0.64 1.47 0.17 0.69
14013 Darwin Airport l -0.96 -1.25 -1.0t -0.67 -3.74
14825 Victoria River Downg* [ -1.63 -1.48 0.23 041 -2.37
15135 Tennant Creek -0.60 -1.03 -0.65 -0.83 ;=323
15548 Rahhii Fla* 2.1 -2.07 2.91 Q.11 \ -0.66 ]
15590 i Alice Springs -0.64 -3.30 -0.59 -0.36 l-1.91 I
16001 ! Wooniera -0.75 -0.07 -0.25 | -0.09 -1.52 \
16044 \ Tarcool -0.18 -0.50 -0.81 i -0.82 -2.30
17G31 Marree -1.53 -1.10 -1.61 \ -1.10 -5.28
17043 | Oadnadaita -0.44 0.01 0.24 ] -0.30 0.30
18012 Ceduna -1.60 -1.27 -1.04 P -1.83 -5.47

| 8070 Port Lincoln | -0.73 -1.01 -1.25 ] -1.50 -4.83

C 21046 Snowiown F0.27 027 -0.24 . -1.18 -0.03

| 22801 Cape Borda | 051 -0.04 052 |-ni2 2.35

| 23090 Adelaide RO | 030 022 0.69 | ~122 0.5+
13373 Nuriooipa P -0.94 -1.03 -1.08 -2.27 -5.54
26021 Maount Gambier 1-0.88 -(1.95 -1,08 -2.09 -4.87
26026 Rahe o174 0.20 0.59 097|354
27022 Thursday Island -0.23 -0.30 -0.30 -1.53 i -2.44
27045 Weipa 1.69 -1.07 -0.09 -0.39 -0.12
25004 Palmervilic -1.73 -2.01 -0.07 0.17 P-4.03
29004 Burketown -1.68 -2.49 -2.92 -1.70 -8.47
30045 Richmond -0.59 -0.50 -0.68 -1.03 -2.61
31011 Cairns -1.06 -1.14 -1.49 -1.04 -4.77
32040 Townsville -0.99 i -1.34 -L7L -1.44 -5.51
33119 Muackay MG -0.81 -1.16 -1.80 -1.70 -5.56
34084 Charters Towers -1.41 -1.31 -1.08 -0.04 -3.69
36007 Burcaldine 0.06 0.00 -0.92 -1.73 -2.64
36031 Longreach -0.53 -1.24 -0.59 -1.03 -3.20
37010 Camooweal -0.63 2.01 0.97 -0.21 2.07
38002 Birdsville 0.26 1.t4 -0.44 -0.50 -0.19
38003 Boulia -0.42 0.88 .39 -0.71 0.04
39039 Gayndah -0.70 0.25 -1.26 -0.38 2,16
39083 Rockhampton -0.74 -0.92 -1.05 -1.47 -4.24




Table 7.1h (cont.). Trends in frequency of minima below 5" percentile, 1957-96

Trend (days/decade)

[Sation  ; Station name :
number Spring Summer w| Autumn Wainter o oAnntil
39128 Bundaberg -0.58 -1.03 l -1.02 AL S
40004 Amberley -0.43 -0.11 L -0.40 (4 I 44
40023 Brishane Airport -0.94 -1.56 Dol [.45 R
40264 Tewantin 2.68 -1.84 | -1.77 2 G
42023 Miles | -0.34 023 022 112 1eF}
43109 St. George 1 .56 -1.50 (.00 1KY R

44021 Charieville || .92 -.56 -0.49 .47 L4
45017 Thargomindah [ -0.58 -1.37 -0.04 {183 A
46037 | Tibooburra l -0.58 -0.12 -{1.20) SRV CoMrxg

] 46043 I Wilcannia P 0.64 1.50 1.07 G Bt N
48027 j Cobar l -1.46 0.54 -1.30 1 A
439 Bowrke | 0.55 -0.36 0.68 I R

| S2088 Walgett | -1.18 0.04 1.0 056 RS

| 53048 | Moree | -1.80 -0.58 139 [ %5 EREE

(55024 | Guonedah Soil Cons 0.92 -0.46 440 S L
56017 | Inverell PO -0.88 . -0.60 0,23 1 N7 R
58012 Yamba 0.79 -0.48 01,446 | (01 SRR
59040 | Coffs Harbour 1077 -1.64 -L.Ofk Lo bkl
60026 | Port Macquarie | -1.36 153 174 1 s
61078 | Williamtown 158 016 | 075 RN 44
61039 Scone Seoil Cons ] 0.43 0.6 | -(h46 Pk frre
63005 Bathurst ARS 0.15 0.97 | 0.7 | 108 e
63012 Dubbo 0.01 0.48 | 077 | 1o o Ln
66062 Sydney RO -0.24 -0.49 L6 IR R
6;105 RIch_mond 097 0.04 | e Pon tl]

| 28334 lervis Bay -0.17 0.3% | 005 o TRY2

| 76 Nowra (L83 0.1% 008 I (TR

L 69018 Moruya Heads 0.51 0.34 | 075 i ol e

_ 700[4 Canberra Airport 0.67 -0.57 | L 24 IR in!

| 72150 Wagga Wagga -0.58 0.72 1.0 s s

! 7216l Cabramurra -0.08 1400 0FF TRRY: TRT

| 73054 Wyalong 017 21,35 _”'51. ! 0 I‘ i .
74128 Deniliguin 018 ) ;1(] [}”“’fhi ! " "
. " : : AE 2 P (YRl
16031 Mildura -127 1.4y Q47 Es .
18031 | Nnil 0.01 126 4 o .
0023 ) - ] th43 fa) ty s

oy Kerang 0.27 016 (L08R | FRDS nr

8209 | Rutherglen 018 y | . o
31016 SR : A7 (156 0t T

. Gubo Tsland 012 0.03 '
84030 | ' Ak 1l tiy ot
Orbost 026 ’ 0.17 L :
$5072 Sale 036 ' l-. KRR .6l ; 2ol
25096 o & -1.04 {154 (.64 P
Wilsons Promontory -0.91 23 . i
86071 . : 1.2 1.5 (44 S 18
Melbcurne RO -0.83 0
87031 Lav - 0.36 .60 0K 2 N
AVErton O 20 O 68

90015 Cape O[V\!ay -['} 90 EJ -Sq -”{)8 -“.ll{! (SR

91057 | Low Head 078 s 130 .75 293

C 04 t Launceston AP 124 141 U'm,, 08 0.6
92045 | Eddystone Point 131 0.46 e o o
94010 Cape B]—uny _122 -0‘ -0.90 “(1.52 K1)
94029 | HobartRO 197 061 -1.O5 .55 70
94069 Groy ' -0.69 -1.16 -0).33 A

¢ -0.76 0.08 A7

| 96003 | Butlers Gorge 042 o -0.99 60 -2.58

. 0.02 026 048 | 062

+ = * .
denotes station with [ess than 35 years of record in the 1957-96 period




i *C, 1957-96
Table 7.2a. Trends in frequency of maxima above 30°C, 1

Mean
. Trend {daysfdecadc{ T annuai [
Station Station name Spring Summer | Autumn | Winter days |
nuimber >30°C
| 339.9
1.58 3.11 e
- - alumburu 0.28 1'522-5 -0.27 -2.25 279.9
1321 Kalu‘m‘ e 022 -1.25 45? 6.27 373.2
2012 [lalls Cree 0.40 0.14 ol 162 2.46 263.9 |
3003 Broome 014 0.56 . 10.78 212.7 :
4032 Port Hedland ' 2.78 : 7142
3 4.38 0.74 1.87 :
5007 Learmonth 0.52 ‘ 94.3
: HLEROO 1.38 2,56 1.14
5020 VE/IHUT 199 0.53 e 0.54 168.8
6011 ( e 0.11 0.45 Og‘; 0.42 120.4
7045 Do -JH‘L 011 0.15 0. 1.76 811
8039 Dalwalling 0.08 002 1.88 1.82 72.0
8051 | Geraldeon o 0.02 0.93 1.33 0.26 35
9021 Perth Anrpc . 0.90 99 18.3
9518 \ Cape Lecuwin -1.86 0.73 450 7.4
74l Albany -0.26 -3.25 105 1.66 91.7
9789 | Esper i 0.3 0.29 30 -2.00 75.8
10035 Lundcﬂ_“" 057 -1.62 0.12 030 08.2
10648 Wandering ols 042 0.08 0 103.9
11052 | Forrest 0.03 -0.02 -0.23 [.59 182.9
12038 | Kalgoorlic .65 0.02 0.29 556 4.50 320.2
13017 | Giles 1.19 1.0l - 830 305.5
| Darwin Airport 035 381 y 2344
14015 _ . 6 1.40 234,
| Vietoria R. Downs -0.41 1.36 F 50,3
14825 ‘reck 0.26 4.08 1091 [ 259
15135 .1-cnm_ml‘(,1 :L 5% 011 5.17 . 5 67 ' 1726
15548 Rabbit Hat* 152 0.48 0.09 875 | 1171
15590 | Alice Springs 097 | 341 278 234 1292
600 Waomera 093 0.29 0.49 0.46 ] 164.0
16044 . [11rc0(i|:l 0.84 0.89 -1.27 0.05 ‘ ](_]5'1
17031 Marree - 0,00 0.22 0.22 0.66 60.7
17043 | Qudninlatta 013 [ -043 |03 028 |20
5012 (cn[mlft o 0.10 | 0.03 023 060 715
15070 ~ Port Lincoln 0.55 | 167 0.14 0.3 9.6
2046 | Snowtown | 046 . 1.06 50.5
22800y Cape Borda 0.06 0.95 0.33 0.62 488
2090 Adelaide RO 0.11 -0.10 0.74 037 2540
23373 T Nuriootpa ‘ om 019 0.25 -0.14 7.0
20021 | Ml}(}mnhmr -0.35 247 12.42 128.1
26026 Robe 172 3. , | 3224
27022 ] Thursday 1sland 497 2.12 1.23 ~1-7490 %gl 318.5
27045 | Weipn | 0.68 0.81 -li i 0.8 285.2
28004 | Palmerville ' 084 .0.51 1.58 006 3,10 161 6
20004 Burketown || o017 026 2.95 . 161 142.4
10045 . Righmond || 2.38 018 1.39 AR 1427
3011 t Cuirns | 5 3.14 [ 1243|578
32040 | Townsville 4 6.74 4 88 192.5
DY | Mickay MO > 598 391 0.03 6.8 Lo
34084 | Charters Towers 0.04 | 042 pys 0.2 1038 217.1
36007 ! Burcaldine 029 _ 0. g 388 2565
36031 k Longreach 0.28 | 0.19 Y 201 197.4
37010 | Camooweal 089 0.19 -0.59 igz 3 40 5159
38002 | Birdsville 0.87 1.81 :
38003 Boulig




Table 7.2a (cont.). Trends in frequency of maxima above 30°C, 1957-96

i —

Station Station name Trend (days/decade) | Mean
number Spring Summer | Autumn | Winler Annual annual
days
L > 30°C
39039 Gayndah 2.67 2,85 1.94 7.25 134.1
39083 Rockhampton 1.30 3.78 0.97 582 1359
30128 Bundaberg 0.64 499 1.17 I 6,38 496
40004 Amberley 1.97 1.70 -0.16 3.43 90.4
40223 Brishane Airport 0.24 -1.33 -1.05 -2.05 6.5
40264 Tewantin 1.65 4.27 -0.36 I 151
42023 Miles 1.47 327 1.55 5.05 [27.9
43109 St. George [ 1.39 027 0.02 212 148.3
44021 Charleville \I 0.08 047 .93 2.35 1553
45017 Thurgomindah $0.32 091 2.52 4,06 164.7
46037 Tihooburra 0.83 091 -0.96 I 0.98 145.3
46043 Wilcannia | 0.38 0.84 -2 0.31 [28.6
48027 Cabar ©-0.04 -1.40 0.74 217 108.2
48239 Bourke 0.69 1.45 .26 2.23 141.7
52088 Walgett C-0007 0.03 {1.42 {1.0% (302
53048 Muoree (.71 (LED (151 114 1155
55024 Gunnedah Soil Cons | 0.03 1.59 -1.42 (), KR.0
56017 Inverel! PO - (.61 3306 .20 349 Oo{L6
58012 Yumba 0.19 1.01 6.3
590340 Coffs Harhour 0.22 .60 {41 KR
61078 Williamtown (.43 1.02 10,42 122 6.5
61089 Scone Soil Cons -1.30 116 -2 H2 -3.03 66.0
63005 | Bathurst ARS 126 (.86 1204
65012 Dubho 081 015 0003 1.1 i 87.3
66062 | Sydney RO (42 0013 01,55 100 I 15.0
67105 Richmond | -0.23% 0,14 (173 ‘ 60 55.0
65034 Jervis Bay (.33 .45 ‘ 0.8
6ROTO Nowra | 014 (.07 {142 | .01 ;23
6201¥ Muoruya Teads SRSH] T .05 0.5
014 | Canberra Adrpor (150 P05 20.4
2150 Waggn Waegn | -0.67 T4 016 | 017 (4.2
73054 Wyalong Loy 122 -1.82 PR 812
74128 Deniliguin -00.29 i .28 0.63 il .65 T0.0
76031 Mildura €82 BEIIE 51 | 39 51.7
78031 Nhill 4 D24 {1497 i1z 323
CRO0O23 Kerang 0.08 L 1s 0.17 0.2] 68,6
82039 Ruthergfen L8 368 -1.0% | T4 62.2
84030 Orbost h.25 I -0.05 .77 [ -1.07 253
45072 Sale 2 ' (.58 -0.00 \ -1.56 19.5
85096 Wilsens Promuntory i -0.26 145 54
86071 Melhourne RO -0.03 -1.32 0.14 -1.69 .5
87031 Laverton 0.11 o -1.90 -0.63 2261 218
90015 Cape Otway -0.30 021 8.8
91104 ;. Launceston AP | -0.53 -0.54 13.0
94029 Hoburt RO | 0.03 011 6.2
94069 Grove ‘ -0.66 -0.33 7.0

Stations not listed failed to meet the criteria for a trend to be calculated {see tex1) in any season or annually.




Table 7.2b. Trends in frequency of maxima above 35°C, 1957-96

Station Station name Trend (days/decade) Mean
number Spring Summer | Autumn \ Winter Annual anpual
' days
1. > 35°C

1021 Kalumburu -1.33 1.98 9.55 ‘ 1.02 11.90 139.7
2012 Halls Creek .51 -1.74 -329 -6.18 165.5
3003 Broome [.08 -0.40 1 47 2.00 554
4032 Port Hedland -0, 14 0.71 0.89 1.29 136.8
5007 Learmonth 2.55 -0.26 361 - 6.08 114.7
5026 l Wittenoon [.49 0.53 -1.04 \ -0.02 161.8
6011 l Carnarvon -0.32 0.19 -0.42 \ -0.55 295
7045 ! Meekatharra 0.19 1.66 -0.74 1-.0.05 99.6
8039 Dalwallinu -0.27 -0.26 .06 \ -0.35 55.6
8051 ;- Geraldton 0.19 0.06 0.86 0.70 37.0
902 | Perth Airpon 0.83 0.26 0.53 26.5
9741 Albany -0.85 -1.16 5.4
9789 Esperance 0.05 -1.06 -3.61 -1.68 13.7
10035 Cunderdin \ -0.52 -0.25 0.12 0,93 41.9
10648 Wandering l -0.71 0.31 -0.77 26.0
11052 Larrest i 0.23 -0.07 0.64 0.77 40.4
12038 Kalgoorlie l -0.02 0.64 (.34 0.64 413
13017 Ciiles | 0.72 1.19 .02 2.08 | 102.6
14015 Darwin Airport i -0.03 0.14 \ 99
14825 Victoria R Downs* [ -1.60 5406 336 -0.92 7.33 1 [74.6
15135 Tennant Creek L 3.19 0.72 -1.42 1.10 L1300

\ 15548 Rahhit IFlat® l 9.17 24! 5.98 17.55 163.7

' 15590 Alice Springs 0.79 .71 0.49 2.24 89.1

| 16001 Woomera -0.20 -1.19 117 \ -1.38 53.1

- 16044 Tarcoula [.24 1.63 1.26 || 4.4| 64.3 \
17031 Marree 0.55 0.59 002 _ 0.86 94.6 :
17043 | Oodnadatta 2.03 112 008 | 1.08 948 |
18012 Ceduna 0.20 -0.38 0.07 | -0.66 29.2 \
16070 Part Lincaln -0.40 |I .33 58
21046 Snowlown -0.07 -1.20 ' -0.84 315
23080 Adelaide RO 0.22 1_ -0.05 16.5
23373 Nurtootpa 0.19 | .68 15.0
20021 M1t Gambacr -(0.24 -0.11 7.8
27045 Weipa 1.56 -1.38 ‘ -0.89 56.0
2R004 Pahmerville 275 4.60 8.40 92,6
20004 Burkerown -1.28 | 0.08 -1.33 -0.49 106.7
30045 | Richmond 0.44 | 0.25 270 407 | 1457
3Ll Cairns 0.57 0.79 \ 3.6
32040 Townsville 1.07 ] 3.0
34084 | Charters Towers 0.70 5.46 | 738 |48
16007 Barcaldine 2.08 4.63 1.96 I 8.22 ' 874
36031 Longreach 027 0.03 0.40 0.07 1166
37010 Camooweal 1.53 -0.90 1.48 l| 2.99 158.2
38002 Birdsville 0.66 1.67 -0.62 \ 1.56 122.6
38003 Boulia -0.42 l -1.12 047 -0.61 133.1
39039 Gayndah 076 ' 2.96 \ 4.15 204
39083 Rockhampton 0.50 | 0.93 | 1.67 16.2
40004 Amberley \ 0.43 ‘ 1.52 11.5
40264 [ Tewantin | 0.12 [ 2.6




Table 7.2b (cont.). Trends in frequency of maxima above 35°C, 1957-96

Station | Station name Trend (days/decade) Mean
number Spring Summer | Autumn | Winter Annual annual
days
_ | | >35°C
42023 Miles -0.08 2.57 -0.20 1.74 31.2
43109 St. Georpe -0.20 0.76 -0.66 0.30 54.4
44021 Charleville -0.33 317 Q.53 3.81 63.5
45017 Thargomindah 0.02 | 1.97 -0.97 .46 912
46037 Tiboohurra 0.75 1.60 0.2l 2.42 71.6
46043 Wilcannia -1.83 041 0.20 -0.0¥ 62.2
48027 Cobar 0.72 053 -0.21 397
48239 Bourke -0.25 [ 2.59 0.03 2.49 62.0
52088 Walgett -0.72 2.28 0.00 .42 35.1
53048 Moree -0.84 0.40 -0.46 285
55024 Gunnedah Soil Cons -().41 -1.07 (9.1
56017 Inverell PO ; .70 53
61078 Williamtown 1 0.68 (.44 8.4
6108% Scone Soil Cons =145 -1.6l 16.1
65012 Dubbo L 0.23 -0.16 249
66002 Sydney RO 0.18 a.16 1.3
67105 Richmond 0.60 0.78 12.0
OBOTO Nowra £-1.39 -8l 6.8
70014 Cunberra Airporl -0.21 0.11 4.7
72150 Wagga Wagga | 0.29 0.03 P 18.2
73054 Wyalong -0.54 i -(1.43 26.0
74128 Deniliquin -0.35 0.28 231 ;
76031 Mildura -0.59 -1.38 0.19 213 331 !
78031 Nhili -0.32 . 0.22 i 17.0
80023 Kerang -1.35 083 1224
82039 Ruthergfen -1.01 (.68 16.1
84030 Orbost 0.34 (.86 7.0 |
85072 Siule 0.14 \ (124 4.7
86071 Melboume RO -0.71 ’ -0.08 9.1
R7031 Lavertan .97 (LK1 9.0 I
(90015 [ CwpeOwway | ) deva 22 ]

Stations not Lsted faled 10 meet the eriteria Tor a trend to be calenlated (see texty in any season or annually,




Table 7.2c. Trends in frequency of maxima above 40°C, 1957-96

Station Station name [ Trend (days/decade) Mean
number I Spring \ Summer | Auturn | Winter | Annual anrnuad
l \ days
i | > 40°C
1021 Kulumburu ; ] -0.72 32
2012 Halls Creek I ‘ -3.461 -5.52 356
3003 Broome 0.31 2.7
4032 Port [edland 0.0l {008 0.86 0.57 208
5007 Learmonth -2.98 -0.07 -0,406 277
5026 Wittenouin 0.35 3.19 2.0l 57.8
6011 Carnarvon -0.73 -0.79 79
7045 Meekatharra i.83 l 1,92 27.8
8039 Dalwallinu 0.02 i 0.10 1.3
BDa | Geraldian 0.35 | 0.13 10.2
9021 Perth Airport (.33 : 0.05 4.0
9789 LEsperance -0.72 -1.00 4.3
[0035 L Cunderdin 0.14 0.32 8.2
10648 ‘ Wandering \ -0.39 -0.28 39
11052 I Forrest -0.07 (.27 0.19 113
12038 \ Kalgoorlic \ 0.22 (.30 8.4
13017 Giles ! 1.54 2.62 18.2
14825 Victoria R, Downs® \ -1.12 P2.39 -4 47 7.8
15135 Tennant Creck 0.48 l 1.01 1.64 | 20.5
155348 Rahbit Flat* \ 651 i 7.97 16.44 5340
15590 Alice Springs \ 1.97 2.46 15.6
16001 Woomera ; 016 -0.36 12.4
16044 Turcoola \ 0.21 1.74 275 20.2
17031 Marree | -0.82 1.89 131 35.0
17043 Oadnadatta . 0.05 1.6] L.14 iz
180012 Ceduna ] 0.05 -0.07 8.0
21046 Snowlown | 11,89 -1.16 6.7
23090 Adelaide RO ] 0.08 2.0
20004 Burketown || 0.73 -0.52 5.2
30045 Richmond -1.07 i 0.76 0.22 26.2
36007 | Barcaldine \ 0.73 0.77 |<J,o
30031 | Longreach 102 | 035 l3s L2ag
37010 Camnooweal 11 | 2.54 l 3.20 5 38.8
axn02 Birdsville l 012 .64 1.42 44.9
35003 Boulia ] 0.07 2.46 \ 2.45 | 34.1
43104 St Crearge -0.22 0.14 5.0
J4021 Charleville | 0.72 5.7
45017 Thargominedah -0.90 1.94 032 2349
46037 Tihuoburra -0.58 [.91 1.48 17.4
460473 Wilvannia ; -0.58 -1.17 16.7
45027 Cabar 0.14 -0.21 5.5
48239 Bourke [.03 0.98 10.8
52088 Walgetl 0.01 -0.27 g2
74128 Deniliquin 0.33 0.45 34
76031 Mildura -0.55 . .82 0.2
78031 Nhill 0.21 | 0.08 2.6
80023 Kerang PO 012 | 0.13 3.8

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any season or annually.




Table 7.2d. Trends in frequency of minima above 20°C, 1957-96

Station Station name Trend (days/decade) Mean
nurnber Spring Summer \ Autumn | Winter [ Annual | annval
, : days
; | | > 20°C
1021 Kalunthuru 4.55 I'1.62 0.05 { 7.74 232.2
i 2012 Halls Creek 113 ‘ -1.90 -1.34 ‘ -1.81 221.1
F 3003 Broome 2.20 '-0.30 -0.39 t1,990 218.1
4032 | Port Hedland 274 323 | 6.38 170.7
5607 Learmonth -0.14 -5.03  1.27 ! i 2.97 129.9
| 5026 Wittenoom 0.85 | 1,03 | 1.56 190.6
1 6011 Carparvon 2.34 110 ] 1.60 ; 5,25 122.7
;7045 Meckatharra .49 13 i (1.50 | -1.36 120.0
| 8039 Dalwallinu 0.80 038 | 1.06 26.5
| 8051 Geraldion ] 150 | 1.07 : -0.69 36.8
9021 Perth Airport 1.32 | 2.64 20.2
| 9518 | Cape Lecuwin 0.04 - 001 |64
\ 9789 Esperance 0.60 l 0.86 4.2
" 10035 Cunderdin 0.21 0.03 0.19 {151
| 10648 Wandering 055 043 |47
| 11052 Forrest 0.64 1.39 8.4
1 12038 Kalgoorlie 0.35 1.25 0.92 2.26 28.1
| 13017 Giles -1.42 0.65 -0.17 -078 219
14013 Darwin Adrport 316 4.98 316.5
| 14825 Victoria R. Downs* | 2.03 ] 5.76 11.54 187.5
[5135 Tennant Creck 1.27 1 1.47 \ 4,95 200.0
[5548 Rahbit Flat* 1.58 5.82 1.1.46 461 133.3
15590 Alice Springs 1.57 4.44 i 1.2 7.40 68.6 |
16001 Woomera 0.55 -2.30 -0.39 L -2.35 493 \
16044 Tarcoola -0.36 1 0.05 0.58 \ 0.83 36.1 |
17031 Marree 0.45 | 123 | 0.71 3.10 70.1 )
17043 Codnadatia 2247 0.28 1.56 -2.47 89.3
(8012 Ceduna \ 0,57 -0.06 (1.8
18070 Port Lincoln | 005 0.23 47
21046 Snowlown 1021 -0.05 119
22800 | Cape Borda | 0.14 0.08 72
23090 | Adelaide RO 0.4% 0.34 0.91 1.57 228
23373 Nurinoipa 0.37 0.50 0.9 :
27045 Weipa 2340 0.12 -0.45 353 276.0 \
28004 | Padmerville 4.18 2.93 -0.62 9.20 187.6
29004 | Burketown 3.99 6.22 0.95 213.7 \
304045 Richmound 2.6} 1.55 1.07 5.18 138.6 :
3101 | Cairny 472 5.57 156 (441 | 2246 |
132040 Townsville 3.93 536 1.55 11.54 208.5 [
133119 | Mackay MO 0.88 115 sz 6.30 179.5 !
34084 | Charters Towers 1.88 150 239 | 5.60 l4dt |
36007 | Barcaldine 2.02 0.0l | 171 ! 4.63 40.1 i
36031 ¢ Longreach 0.53 341 F 213 ] 6.94 117.4 l
37010 | Camooweal 2.12 -2.40 -2.28 ! 1.76 168.4
38002 Birdsville 0.61 -1.14 050 | -1.36 117.3 J
38003 Boulia 0.41 -0.64 029 | <138 11539




Table 7.2d (cont.). Trends in frequency of minima above 20°C, 1957-96

. Station Station name Trend (days/decade) Mean

number Spring Summer | Autumn | Winter Annual annual
days
> 20°C

39039 Gayndah 1.39 2.87 0.71 4.80 2

| 39083 Rockhampten 0.81 1.94 C 2,56 5.63 126.1
39128 Bundaberg 1.07 3.39 \ 1.32 4.85 99.8
40004 Amberley 0.04 3.17 0 0.37 3.59 9.0
40223 Brisbane Airport 1.20 5.07 \ 2.10 845 65.3
40204 Tewantin 1.57 3.07 P 4.21 0.74 97.5
42023 | Miles 0.01 135|130 061 52.1
43109 St. George 0.05 1.95 2018 370 86.5
44021 Charleville -1.01 5.43 \ -0.44 4.70 86.2
45017 Thargomindah 0.79 323 -0.52 1.37 [1.5
46037 Tiboohurra 0.11 0.95 0.18 (.88 86.9
46043 Wilcannia -0.21 i -1.10 -133 -1.78 54.4
48027 Cabar 0.05 3.34 1.26 4.82 46.3
48239 Bourke .12 2.51 1.22 4.4 69.5
52088 Walgett 0.44 0.79 0.95 1.07 56.7
53048 Moree L16 4.93 0.58 6.40 47.5
55024 Gunnedah Soil Cons 0.89 0.67 il.4
56017 Ioverell PO 0.09 0.11 4.9
38012 Yumba 0.04 3.63 -0.49 374 64.7
59040 Coffs Harbour 022 2.91] -0.43 2.55 41.2
60026 Port Macquarie 5.44 -0.28 4.71 253
61078 Williamtown 3.07 2.44 18.6
61089 Scone Soil Cons 0.15 008 15.0
65012 Dubbo .14 1.54 6.2
06062 Sydney RO 349 0.03 AdA 4.5
67105 Richmmond _ 140 1.32 10.1
68034 Jervis Bay ; 0.4l (.55 P22
68070 Nuwra 0.70 ).t | 4.3
69018 Maoruva Heuads | Q.01 -(hIM L 4.6
72150 | Wagpa Wagea 0.04 | 027 | 136
73054 Wyalong -0.37 - -0.00 l 22.8
74128 Denibiguin 0.09 | 1.03% 15.9
76031 Mildura .35 ‘ 1.14 16.9
78031 Nhill -l i -0.54 7.2
80023 Kerang -L.§2 ’ 0.21 4.4
82039 Rutherglen 0.4 ! 0.7 7.0
54030 Qrbost -0.24 i -0.41 24
B6071 Melbourne RO 0.24 | (.47 6.6

| 87031 ! Laverton L | 005 1.5

Stations not listed tailed w meet (he criteria for atrend to be caleuiated (see text) in any season or annually.




Table 7.2e. Trends in frequency of maxima below 15°C, 1957-96

Station Station name ] Trend (days/decade) Mean
number i Spring Summer | Autumn | Winter Annual annual
. || days
| I - <15°C
| 7045 Meckatharra ] -0.82 -0.89 6.2
5039 Dalwallinu ] l -1.24 =127 14.7
'l 9021 Perth Airport ; 0.33 022 52
" 0518 Cape Lecuwin | ‘ -1.47 -2.16 13.4
l 9741 Albany -(0.93 ] 2.04 0.84 30.4
i| 9789 Esperance -0.42 0.31 -0.39 18.3
10035 Cunderdin -1.08 -273 -4.25 284
| 10648 Wandering 0.36 031 053 | -L27 374
| 11052 | Forrest | -0.44 -0.59 10.8
| 12038 | Kalgoortie | 018 | ogs 234
C 13017 Giles 0,19 -0.37 4.2
| 15590 | Alice Springs 0.17 -0.10 8.7
i| 16001 Waoomera -2.37 -3.02 17.6
. 16044 Tarcool -(3.98 -1.20 6.7
| 17031 | Marrce 0.71 059 |35 |
| 18012 Ceduna -1.29 -1.80 12.2
18070 Port Lincoln -0.80 -2.70 -3.90 225
21046 Snowlown -0.68 -1.9! -3.06 352
22801 Cape Borda -1.25 -1.30 -0.19 -2.74 97.9
23000 Adelatde RO -0.88 -1.48 -1.68 ‘ -4.03 47.6
23373 Nuriooipa -1.23 -1.62 -0.13 -2.97 924
26021 Mt Gambier -1.87 -1.78 014 -3.46 109.2
26026 Robe -1.93 -1.206 -2.58 -4.59 75.9
42023 Miles H 0.22 0.12 5.3
43109 $t. George l 0.69 1 0.81 6.5
44021 Charleville | .11 | 0.06 6.0
43017 Thargomindah I 0.05 - -0.23 4.2
46037 Trhoohurra : -1l -1.93 13.0
460043 Wilcannia (.16 0.60 12.0
48027 Cobur -1.46 011 -1.56 371
48234 Bourke 0.4 (14| 9.2
208K Witlgent 0.91 P .05 15.5
53048 Muoree 1.47 | 1.29 15.0
55024 Gunnedah Sail Cons 0.19 l -1.29 27.0
56017 Inverell PO -0.42 | -0.85 218 30.6
60026 Port Macquarte | 068 | -0.63 3.0
61078 Willianutown “L1.75 l -1.84 10.9
61089 | Scone Suil Cons los 1135 29.4
63005 Buathurst ARS -0.03 -1.33 0.73 -1.10 109.6
6502 Dubbao 0.14 -112 0.06 -0.8Y 44.9
60062 Sydney RO -1.01 -1.32 11.3
67105 Richmond -0.73 -1.15 134
68034 Jervis Bay -0.62 -2.45 -3.06 4].4
6ROT6 Nowra -0.21 -0.62 -0.95 -1.93 324
69018 Moruya Heads -0.35 -1.75 -1.99 | 203
70014 Cunberra Airport -0.21 -2.47 -0.23 -3.01 © 1140
72150 Wagga Wagga 076 | -2.01 -0.08 278 | 838
72161 Cabramura 0.14 | 0.02 1.25 1.25 2409
73054 Wyalong 0.90 | -0.95 271 2.22 60.2
74128 Deniliquin -0.26 | -0.87 0.01 -1.31 63.2




Table 7.2¢ (cont.). Trends in frequency of maxima below 15°C, 1957-96

Station Station name Trend (days/decade) Mean
number Spring Summer | Autumn i Winter . Annual anntal
days
| < 13°C
76031 Mildura -0.98 -1.03 -1.94 42.4
78031 Nhill -1.00 -1.48 -0.22 -2.50 79.7
30023 Kerang -0.09 -1.67 -1.22 -2.66 604
82039 Rutherglen -0.58 . -1.52 -1.19 -3.31 93.9
84016 Gabo Island -0.19 i -1.45 . -1.28 1-5.22 80.3
84030 Orbost 0.02 -0.50 i -0.5] i -0.81 61.3
85072 Sale -2.38 ! -3.49 12,82 | -8.09 86.7
85096 Wilsons Promontory | 1.12 - 0.34 -1.06 -0.75 -0.04 159.1
86071 Melhourne RO -0.34 : -1.69 -1.38 -3.30 79.7
87031 Laverton 0.51 -1.64 -1.23 -2.21 90.2
90015 Cupe Otway -0.12 -1.59 -0.67 251 144.9
91057 Low Head -2.38 . =479 s -10.54 131.1
91104 Launceston AP -0.94 | -1.95 0.01] -1.96 151.6
92045 Eddystone Point -6.93 : -3.63 -4.35 -16.19 135.4
94010 Cape Bruny -1.80 -0.53 -0.77 -0.69 -3.68 201.0
94029 Hobart RO -0.92 i 0.11 2.3} -1.96 -5.23 135.6
940069 Grove -0.56 -0.11 -2.05 -1.03 -3.62 138.7
96003 Butlers Gorge -3.05 -1.31 =345 R 250.9

Stations not listed failed to meet the criteria for a trend to be calealated (see texty in any season or annuatly.

Table 7.21. Trends in frequency of maxima below 10°C, 1957-96

Suttion Station name o Frend daysfdecadey Mean
number Spring Summer | Autumn . Winter Annual annual
' days
_— J— —— e — . —_) — e m—— - H .._ < IO“C
23373 Nurioutpi .27 {48 “32
03005 Bathurst ARS (.58 -(3.29 S 238
05012 Duhbo 0.06 0.00 [ 2.8
0014 Canberra Adrpon -0.04 1 -0.70 17.7
72150 Waggn Wagpa IR 145 G.0
72161 Cabramurra {).45 {0 -1.85 l-0.65 -2 1660.0
13054 Wyalong 1).38 3.3
74128 Deniliguin PRI 2.1
82039 Ruthergfen C-0.37 -0.74 P03
" E5072 Sale .24 -0.43 2.0
85096 Wilsons Promontory .23 -0.32 5.1
857031 Laverton -{1.55 -0.56 1 2.7
91057 Low 1lead -1.36 -1.54 |60
Lg1104 Launeeston AP -0.60 -0.54 22.0
94010 Cape Bruny -0.35 , -0.68 -2.18 25.8
‘ 94029 Hobart RO i 0.99 -1.95 18.3
94009 Grove -0.20 -0.54 -1.08 23.0
I 96003 Butlers Gorge -4.35 -2.72 -4.78 -1.3] -12.59 144.0

Stations not listed failed Lo meet the criteria for a trend to be calculated (see text) in any season or annually,



Table 7.2g. Trends in frequency of minima below 5°C, 1957-96

Station Station name Trend (days/decade) | Mean
number Spring Summer | Autumn | Winter Annual | annual
| days
< 5°C
7045 Meckatharra .87 -0.81 12.6
803G Dalwallinu -1.34 -1.04 -2.06 28.)
8051 Geraldion 0.01 -0.54 -0.57 7.4
9021 Perth Airpar -0.56 -0.78 -2.435 le.l
9741 Albany -1.38 -5.41 -1.37 25.8
9789 Esperance -1.44 -2.53 6.5
13035 Cunderdin -1.70 -2.16 -3.99 46.7
10643 Wandering -2.43 -1.55 -2.90 -6.90 95.3
11052 Forrest -1.23 .82 0.44 -0.20 63.2
12038 Kalgoorlie -1.96 -1.74 -2.82 -6.50 62.5
13017 Giles 0.19 -0.13 18.6
15548 Rabbit Flat* 0.96 (.75 29.0
15590 Alice Springs -0.80 -0.85 -0.62 -2.,29 66.3
16001 Woomera . -1.23 -4.39 30.4
16044 Tarcoula -1.81 : 0.09 -0.635 -2.33 6i.2
17031 | Marree \ 075 210|348 | 466
17043 OQodnadatta i 0.12 -1.24 <107 399
13012 | Ceduna -3.06 \ -0.78 -3.84 -7.83 62.1
13070 Port Lincoln _ -1.30 -1.48 3.6
21046 Snowtown 0.65 ' 072 1230 -1.61 60.6
22801 Cape Borda -0.65 -0.74 2.4
23090 Adelaide RO -0.50 1 -3.69 -4.08 21.1
23373 Nurooip -0.21 -1.23 -4.74 -0.87 86.3
206021 | Mt Gambicr -1.42 -0.90 -0.81 \ -4.26 -7.15 72.6
26026 P Robe -1.26 t-1LO1 -2.08 £12.3
30045 Richmond -1.46 -2.10 14.5
306007 Barcaldme ‘ -1.48 -2.24 16.7
36031 Longreach -0.16 -0.59 283
37010 Camooweat -0.02 -0.18 9.9
38002 Birdsviile ] 0.71 -0.27 259
38003 Boulia -1.19 111 12.6
39039 - Gayndah \ -1.91 -2.85 302
ID0R3 Rockhampton -2.90 -3.23 142
30128 Bundaberg \ -[.29 -1.27 5.5
40004 Amberley 0.24 -1.41 P-1.59 -2.66 54.3
40223 Brishane Atrport ; =373 371 15.2
42023 Milcs 0.57 l -2.39 -2.76 -4.20 67.0
43109 st Georpge -1.01 -2.80 370
440721 Charlevilte -1.71 \ -2.01 -3.65 -7.85 069
45017 Thargomindals \ -1.99 =27 381
46037 Tibooburra -0.27 i -0.82 374
46043 | Wilcannia 020 | 0.84 0.61 0.14 517
48027 Caobar -0.87 -1.82 -3.05 1 -5.74 54.0
48239 Bourke l -2.38 i -3.29 452
52088 Waulgett -0.41 ' -2.32 -1.88 -4.10 723
53048 Moree -1.26 ‘ -3.89 -3.14 -8.30 70.5
35024 Gunnedah Soil Cons | -0.43 | -1.30 -2.14 | -3.89 50.2




Table 7.2g (cont.). Trends in frequency of minima below 5°C, 1957-96

Station Station name ! Trend (days/decade) Mean
number [ Spring Summer | Autumn | Winer | Annual annual
[ l _ days
[ : X | < 5°C
56017 ! Inverell PO -1.55 | -1.43 ' -0.44 -1.45 134.3
59040 | Coffs Harbour | | 2.64 4.12 233
60026 Port Macquarie i | -5.93 -7.96 27.2
61078 Williamtown -0.87 \ -2.09 -3.21 294
61089 Scone Soil Cons 0.69 ] -1.42 | -2.73 -331 57.8
63005 Bathurst ARS 1.08 i -1.24 1 0.20 0.59 1529
65012 | Dubbo 0.63 | 225 |13 277 95.5
67105 ' Richmond 0.33 -1.11 -1.29 -2.33 71.6
68074 Nowra 0.47 0.18 0.05 27.9
69018 - Moruya Heads -0.86 -0.79 -1.98 28.9
70014 | Canberra Ajrport -1.90 347 0.66 -6.35 151.1
72150 | Wagga Wagga -2.40 -1.83 -1.84 -6.02 111.8
72161 Cabramurra 0.70 037  |o9 0.67 216.2
73054 Wyalong 0.02 '| -0.90 -1.76 -4.15 81.4
74128 Deniliquin -0.55 P -1.08 -0.79 342 88.7
76031 Mildura -1.23 ] -1.66 -0.90 -3.77 73.8
78031 Nhill 2.06 :-0.61 -2.49 -0.11 101.9
80023 | Kerang 0.92 | 059 096 {312 | 688
82039 | Rutherglen 1.89 0.93 0.69 -3.58 0.17 143.0
84016 Gabo Island -(0.74 2.8
84030 Orbost -0.10 0.4 4.03 1.19 64.9
85072 Sale -1.47 -1.80 0.35 -2.89 87.0
86071 Melhourne RO -0.75 .54 -3.34 -4.63 23.7
87031 Laverton -0.51 (.60 -2.260 -3.63 72.3
90015 Cuape Orway -0.94 -1.00 2,39 8.9
01057 Low HMead -1.42 -(0.58 .35 -1.46 39.8
91104 | Launceston AP -1.83 -3.57 =299 103 212,23 1347
92045 iiddystone Point -1.20 -1.27 -1.56 -4.0! 29.9
94010 Cape Bruny -1.(9 -01.34 3,00 -5.31 41.4
94029 [tobart RG -1.35 -1.07 -11.31 -2.79 66.0
24060 Grove S22 -0.2% -1 (.49 3046 156.6
90003 | Butlers Gorge Jowz o7y joss o L2t DLl | 252.5

Stations nat fisted failed to meet the eriteria for o trend to be ealeulated (see test) inany season ar annually.

e -




Table 7.2h. Trends in frequency of minima helow 2°C, 1957-96

Station Station name Trend (days/decade) Mean
nurnber Spring Summer | Autumn | Winter Annual annual
days
< 2°C
8039 - Dalwallinu -110 -1.42 3.4
10035 Cunderdin -0.91 -1.91 9.2
10648 Wandering -2.97 -0.81 -1.51 -5.17 40.7
11052 ' Forrest -2.09 -1.74 16.6
12038 Kalgeorlie -2.30 -3.21 19,9
15548 \ Rahhit Flac* -0.59 -0.53 9.4
15590 U Alice Springs -1.32 276 334
16044 i Tarcoola -1.88 2,10 21.5
17031 Muarrce -2.55 -2.54 12.3
17043 Oodnadaita -0.91 -0.68 10.4
18012 - Ceduna P-2.13 -4.27 -7.35 21.9
21046 Snowlown -0.02 -2.12 -2.20 154
23373 ‘ Nurtootpa -0.57 -1.08 -5.08 -7.34 30.0
26021 Mt Gambier i -1.08 -0.91 -3.38 -5.36 [
36031 | Longreach \ 126 | -138 8.2
39639 ! Gayndah i -1.31 -1.54 7.6
40004 | Amberiey \ 211 -2.36 25.2
42023 Miles ' 210 -3.48 3318
43109 - 8t. Georpe , -1.21 -1.37 9.0
44021 Charleville \ -l.64 -2.91 28.1
45017 1 Thargomindah X -0.64 -0.76 8.2
46037 - Tibooburra \ -0.34 (.24 7.9
46043 | Wilcannia 0.11 0.44 13.0
48027 " Cobar -3.49 376 15.5
43230 | Bourke -1.88 -1.77 9.9
52088 EWalpeul -0.60 -1.43 29.3
53048 Moree -0.91 3,78 -6.39 32.0
35024 C Gunnedah Soil Cons -2.22 -2.90 14.7
36017 - nverel1 PO -1.46 -1.26 -1.28 -3.97 91.6
35040 ‘ Colls Harhour P20l -2.32 5.8
61078 Willianutown ‘ -1.76 -1.88 5.0
1089 Scune Soil Cons .60 -1.08 18.8
03005 Bathurst ARS .90 -1.66 C-0.82 -1.39 £8.9
65012 Dubbo -1.33 -1.95 ‘ -2.05 -5.30 51.7
07105 Riclunond -0.49 -0.8R 30.6
70014 Canherra Ajrport -1.97 -2.80 -1.54 -0.40) 93.7
72150 Wagea Waggpa 0.45 -0.84 ‘ -2.60 -3.86 51.9
72161 Cabramurri 07l -0.29 177 -1.07 -2.44 150.9
73054 Wyalong -0.14 ‘ ‘ -0.62 -2.75 293
74128 Deniliquin 042 _ . - 0.02 0.12 293
76031 Mildura . -0.55 i I -1.03 L2277 -4.34 249
78031 Nhill \ .29 _ -0.72 \ -1.53 -1.85 37.8
80023 Kerang i ‘ -1.49 -3.88 [6.1
82039 Rutherglen \ 1.08 -0.18 \ -2.08 -0.97 75.4
84030 Orbost C L.05 1.37 16.}
55072 Sale 0.67 -0.43 2.41 2.64 27.1
36071 Melbourne RO | -1.40 -1.51 3.8
87031 Laverton 0.40 | -1.70 -2.48 19.8




e ey

Table 7.2k (cont.). Trends in frequency of minima below 2°C, 1957-96

Station Station name Trend {davs/decade) Mean
number Spring Summer | Autumin | Winler Annugl annual
days

. L <2°C L
91057 Low Head -0.77 -0.78 4.4
91104 Launceston AP -3.34 -1.05 -0.86 -5.36 73.8
92045 Eddystone Point -0.78 -l 3.6
94010 Cape Bruny -0.86 -1.12 4.3
94029 Hobart RO -0.50 -1.34 !
94069 Grove -0.97 -0.71 -0.40 [ -2.25 79.0
96003 Butlers Gorge -1.64 -0.13 -6.97 7 0.98 -0.97 152.5 r

Stations not listed fatled to meet the criteria for a trend to be caleulated (see text) in any season or annually,




Table 7.2i. Trends in frequency of minima below 0°C, 1957-96

Station | Station name Trend (days/decade) Mean {
number Spring FSummcr Autumn | Winter Annual annual
: days
| .

10648 Wandering 00 -1.77 341 14.5
12038 | Kulgoorlic \ 0.88 109 5.1
15590 | Alice Springs =' | -0.77 -0.96 14.6
16044 Tarcoola \ -0.96 4.3
18012 Ceduna l -2.74 -3.75 0.5
21046 Snowtown ) -1.00 -0.91 3.0
23373 Nurisotpa ' -5.08 -5.54 15.4

126021 Mt Gambier -2.46 4.8
40004 Amberley I -0.57 -0.63 10.3
42023 Miles -3.04 -3.19 17.1
44021 Charleville \ -1.89 -2.17 12.6

: 52088 Walgeu -0.67 -0.66 [0.7
53048 Muoree \ -3.84 -4,76 13.0
55024 Gunnedah Soil Cons . -1.39 -1.60 P30
56017 Inverel] PO -0.43 \ -1.30 -2.36 -4.06 [ 59.7
61089 Scone Soil Cons : .25 -0.16 4.4
63005 Bathurst ARS 0.06 \ -1.65 -2.02 -3.49 1 54.8
65012 ukbo -0.45 _ -2.79 -3.55 23.2
67105 Richmand ‘ -0.86 -0.94 12.7
70014 Canberra Airport -1.44 =271 -1.48 -5.70 63.0
72150 Wagga Wagga -0.58 ‘ -2.01 -3.19 24.4
72101 Cabramurra 0.0l i -2.04 0.36 -1.06 074
73054 . Wyalong ‘ -0.21 -0.23 8.0
T4128 \ Denthiguin . -0.50 -0.48 B.1
76031 Mildura -1.24 -1.32 5.8
78031 :| Nhill -0.10 ‘ -0.99 -1.18 -2.30 13.7
80023 ! Kerang ‘ -0.44 3.1
£2039 Rutherglen -0.14 016 -2.27 | -2.45 39.5
84030 | Orbuost ‘ 0,04 2.7
85072 | Sule | 112 \ 0.91 7.6
87031 Laveron ‘ -0.31 0,72 4.9
G104 faunceston AP -1.36 {192 -1.85 -390 4.9
04069 | Grove -0.39 -0.60 J -1.06 ‘ 2018 37.0

90003 Bulers Gorge 034|029 jode _[187 272 (817 |

Stations not listed Taited to meet the eriteria for a trend to be caleulated (see text) in any scason or annually.



Table 7.3. Percentage of stations with upward trends of percentile threshold
event frequency, 1957-96

Threshold Secason ] State
| wa NT | sa T Qd [ nsw T vic Tas Al
5% minimum Spring 21 0 t 8 X 24 45 14 18
| Summer | 26 o las s 44 45 14 i 29
! Autumn |26 | 40 17 | 14 8 36 4 18
'] Winter  § 1 20 0 4 24 23 14 \ 12
X Annual | 2! ] 0 8 16 36 29 i 16
| 10% minimum | Spring ! 16 0 8 12 20 55 0 ] 17
Summer | 21 {} 33 12 40 30 21 P25
Auwtumn | 21 20 17 12 4 27 (} 14 .
Winter | 21 0 0 8 16 27 14 4|
Anoual | 21 0 0 12 20 36 14 i 17 :
90% minimum | Spring | &4 L0 67 88 64 73 86 \ 78 \
Summer | 58 80 67 79 84 64 57 P72 _
Autumn | 74 8t} 8 o 84 55 86 \ 81 :
Winter 84 80 83 ‘ 88 90 64 71 84
Annual | 84 100} 83 .92 91 73 71 | 86
95% minimum | Spring | 84 B0 58 |92 60 73 86 | 76
Summer | 58 60 58 i 87 68 35 57 0 67
aumn (68 |80 |92 loo |80 |6a |86 | 81
Winter 54 80 75 79 84 64 &6 80
Amual | 84 100 83 96 |80 73 71 84
50 maximum | Spring 42 40 0 71 l 40 L8 0 [ 38
\ ] Summer | 33 40 25 29 P32 82 57 47
| | Auwmn | 21 60 |0 21 |20 27 0 19
b Winter 42 0 8 58 32 I8 14 33
| Annuat | 42 20 8 2 24 36 0 22
LO%: maximum | Spring 37 20 8 50 28 32 0 3l
Sununer | 71 20 42 21 52 73 29 46
Autumn | 2 20 { B 8 Y 0 [0 ]
Winter 32 0 8 50 24 9 29 27 ;
| - Annual l 26 20 8 B 12 \ 9 0 I3 ___J
909 maximum | Spring 74 80 58 71 52 \ 45 71 37 :
Summer | 42 o0 | S8 83 |s6 0 29 48
Autumn | 74 | 40 75 58 || 32 ‘ 73 100 38
winer |80 w0 183 179 g0 |64 00 | 17
e | Annuad 74 MO0 |83 183 [ 60 04 86 43
O30 maximum | Spring Te & 58 _I 71 " 68 36 71 06
Summer | 44 tif) ‘ o7 | 75 | 44 27 43 53
Autumn | 74 B0 75 | 54 28 73 100 00
Winter &4 1030 ‘ 92 ‘ 79 | 80 9] 100 85
Annual | 74 | 80 83 79 | 60 64 |86 | |73 ]




Table 7.4, Percentage of stations with upward trends of fixed threshold event

frequency, 1957-96

Threshold

Max = 30"

Max = 350

Plign o 0T

Max < 15°C

Mas - 1O

CATIn e 000

_’ Alen e

NIRRT

M- 00

! Season

State

e WA NT | SA 1 Qd T NSW | Wic Tas Aus—J

I Spring 00 100 S0 g2 36 37 | 63
Summer | 50 67 50 81 74 20 i 33 60
Automn | 78 60) 60 83 i 18 12 \ 5
Winter &0 1O} 67 ; ?;
Annual | 68 100 50 96 61 10 ‘ 33 66
Spring 47 60 50 69 17 0 31
Summer | 50) 15 40 83 71 12 59
Autumn 71 75 o0 56 88 100 68
Winter ) {] 50
Anmal |56 [0 a0 |ss 56 78 60
Spring S0 07 67 I| 50 0 o 53
Summer | 60) 75 07 l 67 83 67 | 67
Autumn | 50 i i 50
Winter - \
Annual | 65 _'{._ﬁ______“_ 57 IjO 50 67 ; 66
Spring | 0 ] 0 ' 27 30 0 15
Summer = ‘ 100 100 25 30 !
Autumn | 0 ] 0 12 0 0 3 l
Winter | 33 ] (} | 9 100 36 0 17 27 !
Annual 25 ] | O 75 ‘ 26 0 0 18 l
Hp"ring B "r ! 100 0 25 ]!

L Summer \ ’ 50 0 25 \
Antumn ‘ ’ 0 0 0 |
Winter 0 40 0 0 12
Annual | i__ ____l_ 0 36 0 0 14
Spring 70 Lo [ 60 78 88 78
Suminer | 69 | 10 0 83 91 33 77
Autumn | 77 [ 75 %0 74 a0 73
Winier i3 100 60 56
Annuat 72 o o0 178 86 43 .75
Spring |12 |0 4 a7 39 22 14 26
Surmer 0 ] 0 100 33 33
Aulumn | 33 {} 29 \ 0 lg gg ;91 %g
Woler [¥ 5() 0 |7 1 |
Annual { 50 0 10 14 20 14 | 9
Spring | O 0 ! 33 80 0 32
Stnwner ‘ 0 0 0 I
Automee | 0 Q ‘ o ('lJI 25 \ (1)4 8
Winlter { ¢ 0
Annual |0 o o o 1) 25 o |7
Spring | 0 | 33 1o | 33 25
Suminer ! l | Y g
Autumn ‘ : Q 0 33 Ll
Winter | 0 0 | 0 } 0 8 i 20 33 10
Annual | 0 JRL : 0 0 0 29 33 J ?




7.1.2.1. High maximum temperatures

All indices of extreme high maximum temperatures show a general increasing trend,
although these trends are smaller than those for any of the other extreme events
considered. Scventy-four percent of stations show an increase in the frequency of
temperatures above the 90" percentile, 72% an increase in Lhe frequency of
temperatures above the 95" percentile, and 66%, 60% and 66% an increase in the

frequency of temperatures over 30°C, 35°C and 40°C respectively.

For the percentile thresholds, the most coherent area of decreasing trends is in inland
New South Wales, along with the coast of southern New South Wales and castem
Victoria. Other areas of decreasing trends are found in north-westlern Queensland and
the southern coasts of Western Australia and western South Australia. Mosl other
stations show increases, with scattered exceptions. The strongest increasing trends
(generally more than 5 days/decade for the 90" percentile) occur on the east coust of
Queensland north of Bundaberg, in parts of central Australia, and in northern

Tasmania.

Examining the scasonal breakdown, substantial areas of seasonal decreusing trends

are found in the following areas:

. spring: south-ecastern South Australia, southern New South Wales and most of
Victoria {(except the west coast), along with north-western Queensland,

. summer: south-weslern Western Australiz, parts of inland northern NSW, all
of Victorta and most of Tasmania, and much of the far north of Australia,

. autumn: parts of south-western Western Australia, south-eastern Queensland
and mosl of New South Wales (except the north coast and far south), and parts
of north-western Queensland and the Northern Territory.

» winter: north-western Queensland and the south coast of New South Wales,

The proportion of stations showing increasing trends is greatest in winter (83% for the

90th percentile), and least in summer and autumn (52% and 62% respectively).
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The 90" and 95™ percentiles show generally similar trends and spatial distribution of
changes, although one interesting difference between the two occurs in summer in
south-eastern Australia: thc Sydney region shows an increase in the frequency of
maxima above the 90" percentile but a decrease in the frequency of maxima above the

95" percentile, whereas the rcverse is true in parts of northern Victoria.

The resuits for fixed thresholds follow some similar patterns to the percentile
thresholds ~ such as a tendency to strong increases in coastal Queensland and
decreases along the southern coasts. Differences between the two largely reflect
differences in where the fixed thresholds fit in the climate of a particular region and

season. Examples of substantial differences include:

. most stations in Victoria and southern New South Wales show a decreasc in
the frequency of maxima above the fixed thresholds. This matches the
observed trends for summer, but not for the year as a whole, for the percentile
thresholds, which i1s an unsurprising result as maxima above 30°C (and, even
more 5o, 357 and 40°C) in this region are largely a summer phenomenon.

. most Queensland stations show an increase in the frequency of autumn
maxima above 30°C, whereas there 1s little trend for the percentile thresholds.
This reflects the fact that 30°C is not a particularly extreme event in most of
Queensland during that scason. This trend 1s not obhservable when o 35°C

threshold is used.
7.1.2.2. High minimum temperatures

Allindices of extreme high minima show increasing trends. Eighty-three percent of
stations show an increasc in the [requency of minima above the 90th percentile, and
80% show an increase in the frequency of minima above the 95th percentile. Seventy-
six percent of stations for which the index was defined show an increase in the

frequency of minima above 20°C.

The strongest increasing trends appear in Queensland, particularly the north-eastem

half, and the Northern Territory, with many stations in this area showing trends for the
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90th percentile in excess of 5 days/decade. The only coherent arcas of stations with a
decreasing annual trend for any of the thresholds are in south-eastern New South
Wales and eastern Victoria, and in northern South Australia and western Queensland.
A few scattered and widely separated stations in other regions also show decreuasing

trends.

The proportion of stations with increasing trends is greatest in winter (84% for the
90th percentile), and least in summer (72%). Notable regional areas of decreasing

trends are:

. spring: parts of inland New South Wales, eastem Victoria, northern South
Australia and south-western Queensland.

» summer: south-western Western Australia, and scattered stations in central
Austraiia and Victoria.

. autumn: casiern Vicloria,

. winter: parts of northern Western Australia.

Statrons with a decreasing trend in the frequency of minima above the fixed threshold
of 20°C are scattered in all scasons, with the most coherent region of such trends in
any season being in the south-western half” of Quecnsland in autumn. The strongest
increasing trends, as lor the percentile threshelds, are in the Northern Territory und on

the cousts ol Queensiand und northern New South Wales.

7.1.2.3. Low maximum lemperatures

All indices of extreme fow maximum temperatures show a decreasing trend at the vast
majority ol stations. Seventy-eight percent of stations have recorded a decrease in the
frequency of maxima below the 10th percentife, and 87% a decrease in the frequency
of maxima below the 5th percentile. For the fixed thresholds, the figures ure 83% for
maxima below [5°C and 86% for maxima below 10°C, although it should be noted
that the latter index is only defined at 18 of the 103 stations, and at only four stations

is it defined in any season other than winter.
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These overall results conceal considerable spatial variation, as extensive arcas display
increasing trends for the percentile thresholds in one or two seasons — in most cases an
increasing trend in one season i§ offset by a larger decreasing trend in another, (o a
greater extent than is found for the other indices. The stations that do exhibit
increasing trends for the year as a whole are mostly widely scattered, with the only
coherent areas of such stations being in parts of southern Western Australia and inland
New South Wales for the percentile thresholds, and in interior southern Queensland
and northern New South Wales (where such temperatures are a rare — 5-15 days per

year — and almost exclusively winter phenomenon) for maxima beiow 15°C.

The strongest decreasing trends (greater than 5 days/decade for the 10th percentile)
are found in Tasmania and coastal South Australia, with particularly strong trends in
that region in spring and autumn. Southern Victoria shows strong decreasing trends in

winter, as do the northern Northern Territory and parts of northern South Australia.

Notable regional areus of incrcasing trends for the percentile thresholds 1n each season

are:

. spring: much of Queensland, and inland New South Wales,

. summer: most of Victoria and southern New South Wales, south-western
Western Austraba and much of tropical Austraha away {rom the easlern
Queensland and northern NT couasts.

J autumn: parts of the Northern Territory and lar castern WA,

. winter: most of inland Queensland and adjacent regions of northermn New

South Wailes,

[ncreasing trends are most common in summer (46% of stations for maxima below the
10th percentile) and least common in autumn (10%), a departure from the winter

minimum observed for most of the other indices of extreme temperature.
It is interesting to note that Western Australia, which shows an increase in the

frequency of extreme low summer maxima, has also shown a marked increase in

summer rainfall between 1910 and 1995 (Hennessy et al., 1999), and particularly over
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the 1957-1996 period, with the trend accelerating in the later years of that period (see
Fig. 7.3). In most of Australia away from the southern cousts extreme low maxima in
summer mostly cccur as a result of persistent cloud cover and/or rain (rather than
through the presence of an air mass of southern origins), so this combination of results

is not especially surprising.

The marked deccrease in the frequency of extreme low maxima in the winter half of
the year over those regions of south-eastern Australia that are particularly exposed to
westerly and south-westerly flow may point to synoplic changes. An analysis of
possible synoplic changes is beyond the scope of this thesis, but the possible
implications ol changes in the frequency distribution of maximum temperature are

discussed in section 7.2,

7.1.2.4. Low minimum temperatures

The declining frequency of low minimum temperatures is the strongest trend [or any
of the four types of extremes considered in this study. This ts particularly truc of the
fixed thresholds; more than 90% of stations show a decreasing trend 1n the {requency
of minima below 5°C, 2°C and 0°C. The trend is not so striking for the pereentile
thresholds, but 84% of stalions still show a decreasing trend in the frequency of

minima below the Sth pereentile, and 83% for the 1Oth percentile.

Those stations which do show increasing trends for any of the ndices are mastly
widely scattered. The one region with a number of stations showing increasing trends,
purticularly for the percentile thresholds, is eastern Victoria und south-castern New
South Wales. Particularly strong declines have occurred in much of Queensland and
the Northern Territory, the south-west of Western Australia and southern South
Australia, with many slations i those regions showing ftrends in excess of 5

days/decade for the 10" percentile, and some exceeding 10.

All seasons and thresholds show a strong majority of stations with decreasing trends.
As for the other indices, the proportion ts smallest in summer (75% for minima below

the 10th percentile) and greatest in winter (86%), but the seasonal differences are

weaker than for the other indices.
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Regions where a number of stations with increasing trends can be found for the

percentile thresholds are:

. spring: much of northern Victoria and the tablelands of New South Wales.

. summer: the southern two-thirds of New South Wales, eastern Victoria and
western Queensland.

. autumn: eastern Western Australia,

. winter: eastern Victoria and the far south-east of New South Walcs,

As the previously noted results would suggest, stations showing an increasing trend
for any of the fixed thresholds over the year as a whole are very rare. A notable
seasonal exception, however, is that many Victorian and elevated New South Wales
stations show an increase in the frequency of low minimum temperaturcs (particularly
when 2"C is used as the threshold) in spring. As this is a region where late spring
frosts are already an agricultural hazard (and cither 2°C, or, historically, 36°F (2.2°C),
has been routinely used as a threshold to determine the occurrence of frost in

Australia(c.g. Foley, 1945)), this is a result of some potential significance.
7.1.3. Results over extended periods starting before 1957

The analysis of trends in the frequency of exireme temperature events prior (o 1957 is
made difficult, as discussed in Chapler 2, by the lack of digitised daily temperature
data prior to that date. Of the 103 stations in the data set, only nine have 60 years or
more of data, and three of these (Adelaide, Melboume and Sydney) are city-centre
sites where the existence of urban heat islands limit the use ol the data for the analysis
of climale chunge, There is a project currently in progress to digitise more historical
datly data, which will enable such trends to be calculated over a longer period at many

more stations, and over a much greater proportion of the Australian continent.
The remaining six stations, all in New South Wales, have data commencing in 1921 -

the Moree data commences earlier, but the variety of instrument exposures in

existence in New South Wales prior to 1908 (Torok, 1996; also discussed in the
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diaries of H.C.Russell, held in the National Meteorological Library) render that data
difficult to use without reference to comparison data (which does not exist in a
digitised form) from neighbouring stations. The 1921-56 data should still be treated
with some caution because of a similar lack of comparison data for use in making

adjustments for ithomogeneities.

Tables 7.5 and 7.6 show the observed trends for the percentile and fixed thresholds at
the six stations for each season aver the 1921-96 period. The spatial distribution of
posilive and negative trends is quite similar to those for the shorter 1957-96 peried,
with strong warming trends for most thresholds at the northern coastal sites {Yamba
and Port Macquurie) and Tibooburra in the north-west, and more mixed results at
Moruya, on the south coast, and Bathurst and Moree in central regions of the state.
Also, similarly lo the situation for the 1957-96 period, there is little statewide trend in
the (requency of high maximum temperatures {and the decreasing trend in autumn
which is so marked in 1957-96 is also visible for [921-96), but a discernable trend for

the other types of extreme cvents.

A compartson of the 1921-96 wends with those over the [957-96 period s
Hluminating. O the 48 pereentile trends examined (8 indices at 6 stations), 35 show a
warmer” trend over the 1957-96 peried than over the full 1921-96 period, indicating
an aceeleration ol a warming trend in temperature extremes over New South Wales
over the last 4G years. This is consisient with the Australian annual mean temperature
(hitp:/fwww. bom.gov.auv/climate/change/archive/media00.shtml), which showed little

trend over the 1921-56 period before beginning 2 marked increase in the late 19507%.

7.2. Observed changes in parameters of frequency distributions of temperature

Changes in the parameters of the frequency distribution of daily maximum and
minimum temperature were examined. This was camried out by breaking the time
period of common record of most stations, 1957-1996, into two equal parts, 1957-

1976 and 1977-1996.

For each station and month, and for maximum and minimum temperature separately,

the parameters of the frequency distribution were calculated for each of these two
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periods, treating each as a separate distribution and using the compound Gaussian
distribution model and decomposition procedure described in Chapter 6. For reasons
of computational simplicity, only those stations/months where two component
distributions had been found for the full period of record were used. This excluded 9%

of station-months for maximum temperature and [2% for minima.

Two component distributions were used for each 20-year period. The two-distribution
model was used, even though, in some cases, this model may have failed a goodness-

of-fit test for an individual 20-year period.

Rabbit Flat and Learmonth were excluded from this part of the analysis, due to a lack

of data tn the 1957-1976 period.

The parameters of thc component distributions for each 20-ycar period are given in

Appendix D (Tables D.[a, D.1b).

7.2.1. The relationship between observed changes in threshold event frequency

and changes predicted by the compound (raussian distribution

In order to verily the clicctiveness of the compound Gaussian distribution in
modclling changes in the frequency of threshold cvents, the changes in the frequency
of four threshold events (maxima and minima with a normalised value, z (as defined
in Chapter 6) above +3.0 or below =3.0} in cach of the four seasons were examined.
The threshold of +/- 3.0 was chosen for consistency with the checks carried oul on the
overall cffectiveness of the compound Gaussian distribution in modelling the

frequency of extreme temperature events in Chapter 6.

The expected {requencies of these events from the modelled frequency distributions
were calculated for the periods 1957-76 and 1977-96. The expected percentage
change between the two periods was then calculated. This expected percentage
change was compared with the actual percentage change from observed data between
the two periods. Only stations which recorded at least one such threshold event in

both of the periods were used in the analysis.
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["Station | Station name | Threshold Trend (days/decade) ":J!
number | ! Spring | Summer | Autumn | Winter | Apnual |
| 46037 | Tibooburra ; 5% minimum | -0.24 -0.99 -0.72 0.13 -1.64 {
10%: minimurm | -0.34 -1.47 -1.10 L -0.19 -2.85 |
' 90% mimmum | 047 1.33 0.94 t 0.94 3.21 1
95% mintmum | 0.23 0.04 0.48 D 0.48 1.74
5% maximum 0.04 .01 -0.45 } -0.12 -0.56 |
[0% maximum | -0.11 -0.07 -0.46 | -0.30 -0.97
00% maximum | -0.03 (.32 012 0.00 0.29
1 95%. maximum | 0.00 0.24 0.07 0.41 0.79
5304% Muoree 5% minimum -(h63 -0.76 -0.68 -0.78 -2.69
L%, mintmum -172 -1.36 -1.10 -1.22 -4.65
| 0% minimum | (112 (241 [.36 0.57 2.35
| 953% mimimum | 0,10 0.04 [.0] (.52 .52
i 5% maximum .39 0.20 (.24 0.34 [.16
1% maximum | 0.78 (.dd 0.32 0.63 2.6
O0% maximum | -1.18 -1.47 -0.57 -().23 -3.41
I U540 maximum :' -0.57 -0.87 | -045 1 -0.21 -2.00 5
58012 | Yamba 5% minimum 1‘ -0.45 061 0.54 .81 242
LO%: minimum -0.68 -0.95 -1.23 -1.23 -4.06
! Q0% mimmimum | .90 .75 0.62 0.24 2.58
| 95% minimum | 0.62 0.4] 043 0.12 1.56
I S%. maximim -0.47 -0.54 -1.07 -0.86 I 299
| 10% maximum | 074 | 102 | -148 | -1.58 | -4.84
| 90% maximum | 0.64 043 ] 0.8 0.55 | 2.58
o [ 95% maximum | O.18 033 016 032 | 1.56
60026 | Port Macguaric 5% minimum -0.90 -1.14 -1.10 21220 1 -4.31
10%: minimum -1.42 -2.04 -2.09 -2.26 1 .7.81
GO minimum -0.12 1.45 0.76 0.63 .75
95 minimum -3.04 .93 .24 0.24 1.34 -
| 5% maximum (178 {142 -0.54 -(0.44 2010 |l
U109 maximuny | L 13 -1.0t1 -0.72 -1.06 3800
b ooo maximum | <024 | 120 0.94 0.40 235 |
b tysumdmen 022 Lo fos  Joso  |isy |
63005 | Bathurst ARS [ 5% minimum 0.24 j 015 0.18 -0.40 018 1
l | 10% minimum | 0,14 j 0.17 0.39 -0.64 014 |
i i | 90% minimum | 0.2] | -(h14 .29 0.08 [ 0.46
1 Y% minipm 0.07 -0.22 010 0.00 |04
S muimum .47 (1.03 -0.42 0.08 | 016
[0%: maximum | (.88 (.25 -0.53 012 048
f G009 maximam | -1.21 -(0.58 062 0.31 -2 10
| 98% maxinum | 007 | 039 4059} 028 o134
HOO [ Moroyi Heads 5% mintnium 0.29 (1.59 0.24 0.87 L.95
LR minimum 0.45 .77 0.57 .57 332
G0%. nunimum | -0.85 -LU8 0.52 .30 1 -2006
95% minimum | -0.50 -0.46 026 007 | -L18
5% maxtmum -0.09 -0.17 -0.06 0.57 ' -1.51
L% maximum | -0.48 -.59 <117 -1.38 | -3.0!
O0% maximum | -0.09 -0.48 -0.05 0.22 [ -0.36
1 95% maximom | -0.25 -0.08 -0.02 1 022 i -0.11

Table 7.5. Trends in frequency of percentile threshold events, 1921-1996



Station | Station name Threshold Trend (days/decade)
number Spring Summer | Autumn | Winter | Annual
46037 | Tibooburra Max > 30°C 0.21 0.20 -0.16 0.15
l Max > 35°C -0.12 048 -0.84 -1.51
i Max > 40°C 0.27 0.28
_\ Max < 15°C -0.06 -0.23
| Max < 10°C
| Min > 20°C 0.38 2.03 1.7 3.56
| Min < 5°C -0.29 -0.78
Min < 2°C -0.20 -0.28
. | Min <0°C e |
53048 | Morce | Max>30'C (-1 [0ss (-2 1 [ase
Max » 35°C -0.99 -1.83 -3.04
Max > 40°C l
Max < 15°C |I \ 0.97 1.01
Max < |0°C ( \
Min » 20°C 0.23 1.09 010 ! 1.96
Min < 5°C -0.54 \ -1.87 ] -0.92 -3.31
| Min < 2°C -0.22 % | -1.67 | -2.29
I Min < (°C | -1.42 F-1.74
58012 | Yamba Max > 30°C 002 006 | T0.03
| Max > 35°C '\
Max > 40°C
| Max < [3°C |
| Max < 10°C
Min = 20°C (.41 [.85 0.38 2.52
l Min < 5°C
l Min < 2°C
Min < (°C
6O026 l|I Purt Macguarie Max > 30°C 0.20
l Max = 35"C
| Max > 40°C !
l Max < 15°C -0.63 \ (.75
Max < [0°C
l Min > 20°C 2.47 -(303 ] 2.28
| Min < 5°C -0.44 350 | -4.54
I 5 Min < 2°C 143 -1s2
oo MmevC |
03005 | Bahurst ARS Max > 30°C 70,50 145
| Max > 35°C ]
Max = 40°C
! Max < 15°C 0.54 -0.71 -00.35 .59
1 Max < [O°C 0.02 -0.08
| Min = 20°C
Min < 5'C -0.30 -0.06 -0.09 -(1,44
Min < 2°C -0.11 0.15 042 (1l '
B - | Min<oc 0.20 | 002 | 009 | 005
69018 | Moruya Leads Max > 30°C -0.06 0,02 ’
Mux > 35°C
Max > 40°C
Max < [5'C -0.24 217 2.50
Mux < 10°C \
Min > 20°C -(3.80 -0.88
Min < 5°C 0.03 1.12 111
Min < 2°C
Min < (0°C i

Table 7.6. Trends in frequency of fixed threshold events, 1921-1996



The results of this comparison are summarised in Table 7.7, with the full list of
comparisons in Appendix D, tables D.2a-d. Whilst the simulation using the compound
normal distribution clearly lacks precision in estimating the observed changes (the
actual change is between 0.8 and 1.2 times the simulated change in between 26% and
37% of cases, depending on the element), a reasonable simulation (actual change
between 0.5 and 1.5 times Lhe simulated change) is achieved in between 61% and

74% of cases.

These results should be viewed with the perspective that a z value above +3.0 or
below 3.0 1s a rare cvent, and that in many cases the observed frequency in a 20-year
period of 0.05 or 0.06% represents a single event in a 20-year period. As a result, onc
cvent in the obscrved record can have a major effect on the accuracy of the simulation

for the most cxlreme evenls,

In those cases where |z] > 3.0 represents an event which occurs somewhal more
frequently at the particutar station (frequency > 0.5% over the 1957-96 period), the
simulation 18 substantally better than it is for the set of stations as a whole, with a
singlc cxception (which involved a very small sample). The simulated change was
between 0.5 and 1.5 times the actual change lor at least 83% of such cases for every
element. This suggests that the performance ol the compound Gaussian distribution in
simulating the occurrence ol threshold events improves as the cvent becomes less

exireme,

The results displayed in Table 7.7 also suggest that there 1s no inherent tendency lor
the simulation using the compound Gaussian distribution to either over-cstimale or

under-estimate the actual change in the frequency of threshold cvents.

7.2.2. Observed changes in the frequency distribution of maximum and

minimum temperatures.
Changes in the parameters of the component distributions between the 1957-76 and

1977-96 periods were examined for each station/month in which two component

distributions had been sufficient to model the distribution for the full period of record.
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A proportion of the distributions underwent radical change between the two periods.
A distribution was considered to have undergone radical change if at least one of the

two component distributions fulfilled at least two of the following three (arbitrary)

criteria:

(a) a change exceeding 0.2 in the weight, w;
(b) a change exceeding 0.5 in the component mean, 4,

(c) a change exceeding 0.5 in the component standard deviation, gy

((b) and (c) being expressed in terms of z-scores).

Station/months that fulfilled these criteria were not considered further in the analysis.

This resulted 1n the exclusion of between 3% and 23% of station/months (depending

on season and element).

A summary of the results from the remaining station/months is given in Tables 7.8a

and 7.8b. In each cuse, distributions | and 2 are chosen such that g, <7 o,

A majorly of Auslralian stations show an increase in the meuans of both the warmer
and cooler component distributions in afl scasons, and for both maximum and
minimum temperature. For maximum temperature, this trend s almost equally
obscrvable in all seasons for the warmer and cooler components, and is slrongest in
spring and weakest in winter. For minimum temperature, whilst results for the year as
4 whole are similar for the (wo components, the warmer component shows a
particutarly strong increase in autumn, whilst the cooler component shows a strong

INCrease in winler,

A myjority of Australian stations show a decrease in the weighting of the cooler
component in all seasons and for both maximum and minimum temperature. The
decreases are more widespread for minimum temperatures than for maxima, and are

particularly pronounced for minima in winter and spring.
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Table 7.7. Similarity between changes in frequency of extreme events (|z} > 3)
observed between 1957-76 and 1977-96, and changes modelled by compound normal
distribution

[ Event FElement

| High owxima | 1ligh ninjoa | Low muxima_ | Low minima |
Poreentape | All cases 37 20 37 32
of cases Cases with 38 o7 49 25
within 20%  frequency > 0.5%
Percentuage 5L 0 |6l L 74 68
of cases a0 100 &Y §3

| within 30% |
Percentage ol cases where actual 45 38 56 ' 51
change > modelled climpe
Total CAlcases 187 142 177 10k
number of Cases with 78 o 51 12
LUsey lrequeney =0.5% |




Table 7.8a. Summary of changes in parameters of frequency distributions between

1957-76 and 1977-96, maximum temperature

[ Season Regiun Pereentage of cases with increase in
hall K —I e o
Spring (Sep-Nov) Waestern Australia 56 75 50 56 50 !
Northern Territory 6 9] 64 64 55 ‘
Soully Australiyg 60 86 41 93 Oy
Queensland 8 59 54 62 40
New South Wales 37 72 50 72 70
Victoria 45 71 39 75 71
Tasmania 50 a4 25 31 75
Australia (1otal) 45 74 48 70 6l
Summer {Dec-leh) Western Australia 6l 54 65 5l 54
Narthern Territory 60 80 20 70 Y}
South Australia 53 | 59 43 4| 7
Queenslund 31 72 43 76 48
New South Wales 44 | 60 58 70 45
Victoria a2 | 28 in 48 08
Tasmania 45 38 58 47 53
| Ausbrakio {1utal) 44 | 0 S0 60 54
Autumn (Mar-May) ‘ Woestern Australia 39 | 08 49 | 49 49
Northern Terrilory S0 a0 90 || RQ 0
I South Auslrali 46 | 54 46 [ 50 63
l Queensland a2 | 4 63 [ 73 39
MNew South Witles 43 i 59 57 52 48
I Victonsa 44 | 54 57 57 S
Tasmunia 29 ' U3 50 93 54
L L Australia ttotal 40 62 | SR [l ] _ 47 |
Winter {Jun-Aug) Western Australia 64 36 ' 52 58 47
Nuorthern Terotory 54 oo | 6d 73 04 ]
South Australia EL] 506 | 36 44 50
Queensland 51 57 |. 64 53 50 |
! New South Waley 48 44 39 33 50
| Victoria 50 77 | s 55 53
' Tasmania 17 67 | 30 ol 7
'__ Austradia (tolal) 48 R . 50 35 53




Table 7.8b. Summary of changes in parameters of frequency distributions between
1957-76 and 1977-96, minimum temperature

| Scason Region Percentage of cuses wilh increase in T P]

P —— . : bdi i T I G; !
i Spring (Sep-Nov) Woestern Australia 23 66 | 56 18 59
! Nurthern Territory o | 60 | 20 80 40
| South Ausualia I eS80 54 62
i Queensland 45 1 65 41 63 63
New South Waldes 33 ) 53 20 40 57
Vietoria 2 ' 05 53 42 74
Tasmania Ol ! i 58 69 54
Austradia (ol 36 | 61 44 57 6}
' Summer (Dee-Fely Western Australin 44 | a7 37 52 52
| Novthern Territory 25 75 10, 50 50
South Australtu 40 [ as 6 15
| Queenstand 37 59 6l 75 57
'l New South Wales 30 52 48 G5 46
. Vietarii 50 00 58 44 48
| Tasmania 50 21 43 43 36
"___' | Ausualiattotaly 41 K6} 40 61 47
Acvttumn (Mar-May) Western Austradia 35 6 45 84 55
Northern Territory 43 86 43 86 57
South Australia 43 65 s 65 57
Queensland 53 o4 59 82 47
| New South Wales 36 37 46 84 22
I Victaria 48 43 44 48 36
i Tasnunia 55 03 24 74 47
| Aastralia (o) <44 Gl 45 77 4]
Winer tJun-Aug) || Woesterit Australia 44 52 44 ok a0
Northern Territory 14 43 43 14 8o
!' South Australia il a7 50 44 63
| Queensiand 34 60 6 ] 47 50
| New South Wales 28 60 d4 | 54 51

| Wictona 77 73 55 59 50 |

| Tasnanii 50 75 42 | 42 58 |I

L Ausalia gotal) 38 ol o | sl s




The results for standard deviations of the components are much more mixed than for
means or weightings, although there is a very slight tendency towards increased
variability of maximum temperatures and decreased variability of minima. One
consistent result is that a majority of stations show a decrease in the standard

deviation of the cooler component in all four seasons.

‘The results observed for the distribution means suggest that the observed warming in
Austraha over the 1957-96 period is distributed across all air masses, and cannot be
explained by synoplic changes alone, The changes in distribution weighting are not so
eusy to interprel without knowledge of the exuct air mass characteristics associated
with cach component distribution (and, as has been discussed in section 6.5, it is
likely that, with only two component distributions in use, each onc is an
amalgamation ol several air mass types). For example, the marked decrease in the
weighting of the cocler component for winter and spring minimum temperature could
suggest an increase in cloud cover. Plummer and Power {pers.comm.) found evidence
of such an increasc over the 1957-95 period over most of Australia in these scasons
(excepl {or south-western Australia in winter), whilst Jones (1991) and Jones and
Henderson-Scllers (1992) also found an increase in cloud cover over Australia since
1910, whilst nol scparating results into seasonal or regional trends. One might,
however, also expect that this increase in cloud cover would be associated with an
increase in the weighting of the cooler component for maxima 1n these scasons. There
1s no cvidence of that on a national basis, although there is on a regional scule (c.g.
South Australta and Weslern Australia in spring, and Queensland and the Northern

Territory in winter).

The results shown are also consistent with the observation that trends in threshold
event frequency are stronger for low minima than for other types of cvents, as all
three parameters of the cooler component are changing in a way that has the effect of
decreasing the frequency of low minima (decreasing weight, increasing mean and
decreasing standard deviation), whereas the role of changes in component variability
is more ambiguous for the other three threshold event types. The results are, however,
less useful in explaining the relatively weak trends observed in the frequency of high

maxima.
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Whilst it has been demonstrated in section 6.5.3 that the sensitivity of threshold event
frequency to changes in the standard deviation of the components increases (relative
to sensitivity to changes in component means or weights) as the event becomes more
extreme, the Jack of evidence of consistent changes in component standard deviations

limits the applicability of that theoretical result to the observed conditions.

The relationship of changes in the distribution parametcrs fo regional and seasonal
anomalies in threshold event trends was also examined. It was shown in section 7.1
that most threshold event indices showed their strongest warming in winter and
weakest in summer. The changes in summer distribution parametcrs on a national
scale, for both maxima and minima, support the notion of it being a season of
relatively weak change (the increases in component means and of the weighting of the
warmer component do mnot rank first amongst the seasons for any of the six
parameters). However, the changes in distribution parameters also suggest that winter
maxima should show changes as weak as those for summer, which does not match the
observed trend in threshold event frequency. This is not so pronounced for minima,
but the distribution parameters stult suggest that spring and autumn, not winter, should

be the seasons wilh the strongest trends.

The distribution model 15 more accurate in handling some of the regional anomalies
observed. A particularly interesting result is (hat the marked reduction in the
requency of low maxima obscrved in Tasmania, Victoria and parts of South Australia
m the cooler months appears to be associated more strongly with an increase in the
mcun ol the cooler component than with a decrease in its weighting. This would
sugaest that the observed trend is driven by an increase in the temperature of air
masses ol southerly or south-weslerly origin, rather than o decrease in the frequency
of such events. It is plausible that this might be associated with an increase in winter
sea surface lemperatures in the Southern Ocean, although there ure insufficient pre-
1980 data available from higher latitudes in the Southern Ocean to allow the objective

testing of such a theory (Slutz et al., 19853).

The anomalously strong warming of minimum temperatures {(and consequent marked
decrease in the frequency of low minima) observed in Queensland also appears to be

more strongly associated with changes in component means than with their weights,
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with the proporlion of stations showing an increase of the mean of each of the two
components exceeding the national average in all seasons except winter. Changes in
component means are also associated with the observed cooling trends in threshold
event frequencies for summer maxima in Victoria, whilst a cooling trend in the mean
of the warmer component for spring minima in New South Wales matches an

observed decreasing trend in the frequency of high maxima.

On the other hand, Western Australia and the Northern Territory show an increase in
the weight of the cooler component of summer maximum temperatures, Whilst the
component means arc still warming (weakly in Western Australia, more strongly —
albeit from a small sample — in the Northern Territory), this result is consistent with
the obscrved increase in the frequency of low summer maxima in much of this region,
and further reinforces the possibility, first noted in section 7.1, that that change may

be driven by the increased summer rainfall in the region.

Somc of the regional anomalies in observed threshold event trends are not replicated
well by the distribution model, or only match the model partially. Examples of the
latter are the obscrved trends in spring lowards an increased frequency of low maxima
in Queensland and low mmima in Vicloria. In each case, whilst the changes in the
component mcans suggest weaker warming than in other stales (particularly in
Queensland, where the igure of 59% of stations with a warming in the mean of the
cooler component for maxima is 12% below that Tor any other state), they do not
supporl cooling. Similarly, the results from the distribution model suggest little
change in the frequency of high autumn maxima and low summer minima in New

South Wales, whereas the observed trends point (o cooling in both cases.

7.3, Summary

The results obtained for individual stations show that, at most stations and in most
seasons, the frequency of warm extremes (maxima and minima) has increased over
the period 1957-1996, and the frequency of cool extremes has decreased. The trends
have, in general, been stronger for cool extremes than for warm extremes, and
stronger for minima than for maxima, suggesting that a decrease in the diurnal

temperature range and a decrease in interdiurnal temperature variability may be
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superimposed upon a general warming trend. The compilation of the station results

into national and regional averages will be undertaken in Chapter 8.

The general picture that emerges from an analysis of changes in the frequency
distribution 1s one of changes in threshold event frequencies being driven primarily by
changes in the mean temperature of air masses. Changes in component weightings,
which could suggest synoptic changes, appear to play a more limited role, with the
exception of much of tropical Australia in summer where changes in component

weights may be associated with rainfall and cloud cover changes.
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Chapter 8
Regional Trends in Spatially Analysed Temperature Data

8.1. Infroduction to the spatial analysis of temperature data

In chapters 6 and 7 the frequency of extreme temperature events at individual stations
was discussed. In order to gain u broader perspective, it is useful to analyse the frequency
of extreme events on a national and regional basis. This allows us (o obtain a broader
picture of trends over large areas, and summarise the results of a study such as this in a
single result or a small number of results. It also minimises the impact of trends that may
arise from the use of individual stations whose frequency of extreme events differs from
that of their broader regions. For example, at exposed coastal stalions, a reduction in the
[requency ol strong offshore winds, and hence a decline in the weight of the warmer
component of the frequency distribution (as discussed in Chapters 6 and 7) is likely (o
lead to a reduction in the frequency of extreme high temperatures, even if the inland
chimate hecomes hotter. The use of spatial averages furthermore lessens the influence of
stations {especially the more isolated ones) where inhomogeneities in the record may
have been undetected or inadequately corrected for because of a lack of suitable
comparison data. When presenting the results to a non-technical audience {such as policy-
makers) il is also far casier for them to understand a statement along the lines ol “The
number of days over 35YC in Australia has jncreased by x%” than ‘Positive trends 1n the
(requency of maximum temperatures above the 95 percentile significant at the 5% level
were observed at y out of z stations in Australia’, even if the latter is more meaningful in

a scientific sense.

The lirst question we must confront in the spatial analysis of extreme event Irequency is
whether the stution network being used covers Australia sufficiently well for us to be able
to say that therc is at least one station that adequately represents any given part of the

country, This issue will be discussed in section 8.2, We must also consider the methods
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used in the spatial interpolation of extreme event frequency between stations, and which

is the most appropriate for use in the context we are examining.
8.2. The spatial coherence of Australian temperature data

$.2.1, Methods for consideration of spatial coberence

As a prelude to considering spatial averages of the frequency of extreme terperature
gvents in Australia, it is important to consider the spatial coherence ol temperature over

the country. This is examined on both the monthly and daily timescale.

The method used involves the use of the comrelation between temperatures at pairs of

sites. These correlations are examined n two separate ways:

¢ Examine the patiern of correlations belween a particular station and all other
stations in the data set.

. Examinc the characteristic distance from a station at which the correlation falls to
a certain level, and any tendency w strong or weak correlations in a particular

dircction rom a station.

The correlanons are developed using the set of 103 stations delined in Chapter 2. The
hasie data used are the set of standardised departures from normal (z-scores) developed in
Chapter 6. For cach pair of stations irom amongst the 103, the correlation of the z-scores
between the two 1s determined. for maximum and minimum temperature separately for
cach ol the 12 months of the year. As a separate exercise, the corelation of the monthly

means of the z-scores is also found,

For the daily correlations, all days in the record for which data are available for both
stations were used in the calculation. For the monthly correlations, all months for which a
mean is defined at both stations were used. (The requirement for a mean to be defined

was that at least 20 days (not necessarily the same 20) of observations were available.
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The smallest number of years of record for any station pair is 18 (Learmonth and Butlers

Gorge) and the largest 1s [38 (Melbourne and Sydney).

For each month, for maximum and minimum temperature, this results in a set of cross-

correlation coefficients for cach pair of the 103 stations.

8.2.2. Patterns of correlations of daily temperature between stations

An cxhaustive examination of the correjation patterns for cach of the 103 stations in all
seasons would clearly be unmanageable. Section 8.2.3 presents a national analysis of
important characteristics of the correlation patterns for all stations. In this section, we will

present examples of the patierns at specific stations in specific seasons,

Figs., 8.1u-m. shows examples of the comelatton fields with maximum and minimum
temperature at a number of stations which iflustrate characteristics of the correlation

fields.

Notable leatures exhibited in these figures include the following:

(a} The general NW-SE orientation of the correlution fields of suunmer daily wmaximion
temperatire N extrarropical  eastern  Australia, and  winter  daily  maximum

teniperatires i tropical Austradia

Muany stations in o cxtratropical eastern  Australia (for these purposes, bounded
approximately by the Weslern Australian border and the Tropic of Capricorn) show a
marked NW-SE orientation of the correlation field, indicating that summer maximum
lemperatures at stations in this region tend to be more strongly correlated with stations 1o
their north-west and south-east than similarly distant stations to the south-west and north-
cast. Of the plots shown, this feature is exhibitcd most strongly by Wagga Wagga (Fig.
8.1a), Melbourne (Fig. 8.lc¢) and Adelaide (Fig. 8.1d) in January, but is also visible at
Sydney (Fig. 8.1f) and Alice Springs (Fig. 8.1g).
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The effect is even more obvious in tropical Australia in winter, as the plot for Charters

Towers in July (Fig. 8.1j} shows; a belt with carrelations exceeding 0.5 extends across the

continent to northern Western Australia.

This pattern is less visible in the ‘opposite’ season (January in the tropics, July in the
extratropics), as shown by the plots for Adelaide (Fig. 8.1e) and Charters Towers (Fig.
8.11). It is non-existent for winter minimum temperatures in much of the south-east, as
Wagga Wagga —~ with a near-circular correlation field in July (Fig. 8.1b) — illustrates. It is

also nearly invisible in Western Australia (shown by Cunderdin (Fig. 8.1k)).

It is interesting to note that Seaman (1982), in an analysis of the spatial correlation of
upper-air temperature and geopotential heights, also found a tendency towards a NW-SE
{or, to be more precise, a WNW-ESE) oriented correlation field of those variables in the

Australian extratropics.

{b) The marked influence of the east coast on suppressing the spatial coherence of daily

maxinm f(’!f!'ﬁ{'."{.i.’ﬂf'{’

The cast coust, particularly in New South Wales, has a marked eflect on suppressing the
spatial coherence of datlly maximum temperature, especially in summer; coastal
temperalures are relatively poorly corretated  with those further inland, due to the

influence of sea breczes in moderating coastal temperatures in otherwise hot conditions.

This has two inlTuences on the correlation fields shown in the plots. The January plot for
Wagga Wagga (Fig. 8 1a) demonstrates how sharply the correlations of duily maximum
temperature fall away Lo the south and east as one approaches the coast. In addition,
stations on the east coast themselves display weak correlations of daily maximum
temperaturc with inland stations, as shown by the plot for Sydney (Fig. 8.1f)
Interestingly, this effect does not appear to influence the Victorian coast, as a comparison

of Melbourne (Fig. 8.1¢) and Sydney illustrates — this may reflect the role of the
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Fig. 8.1a-b. Examples of correlation fields for temperature
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{¢) Melbourne, January daily maxima [}

{d) Adelalda, January daily maxima

Fig. 8.1¢c-d. Examples of correlation fields for temperature




(8} Adstaide, July daily maxima [}

{1 Sydney, Janvary dally maxima ] %

Fig. 8.1c-f. xamples of correlation fields for temperature
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{h} Alice Springs, Jan. monthly maxina

Fig. 8.1g-h. Examples of correlation fields for temperature



Fig. 8.1i-j. Examples of correlation fields for temperature



Fig. 8.1k. Examples of correlation fields for temperature



{1} Darwin, January daily minima ]

{m} Darwin, July daily minima

Fig. 8.11-m.

Examples of correlation fields for temperature




mountain barrier inland from the New South Wales coast, which has only a limited
Victorian equivalent, in limiting the influence of hot air of inland origin on the coast. The
Cunderdin plot (Fig. 8.1k) suggests a similar effect on the south coast of Western
Australia, but the station network is not sufficiently dense (o resolve this with the same

degree of confidence us is possible in New South Wales.

(c) The seasonal variation in the spatial coherence of daily minimum temperatures in

tropical Australia

There 15 a very marked seasonal variation in the spatial coherence of daily minimum
temperature in ropical Australia. This is shown particularly strongly by the plots for
Darwin for January (Fig. 8.11) and July (Fig. 8.1m). In January, when low minimum
temperalures occur principally as a result of downdrafts in thunderstorms — and are
consequently localised — Durwin shows very weak comrelations with all stations outside
its immediale region. Conversely, in July, when low minimum temperatures occur
principatly i south-easterly surges — a broad-scale synoplic phenomenon — Darwin
displays strong (> 0.4) correlations with most of the region north of the Tropic of
Capricomn. A particularly striking contrast is that January minimum temperatures in
Katherine display the sume level of correlation with Darwin as do July minimum

temperatures in northern Victoria!

8.2.3. Variation between the correlation ficlds on the daily and monthly timescales

An example of the dilference between the correlation fields on the daily and monthly
tumescales is shown by the plots for January maximum temperature at Alice Springs (Fig.
8.1g, 8.1h). The monthly mecan temperatures show greater spatial coherence than the
daily temperatures, as one might expect, but differences and similarities in the nature of
the lields are of interest. The most substantial differences between the two fields are that
monthly mean temperatures on the Queensland coast are quite strongly correlated (0.4-
0.6) with those at Alice Springs, whereas there is little or no correlution for daily

temperatures between the two regions; and that monthly mean temperatures in Vicloria
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and southermn South Australia are much more weakly correlated with those at Alice
Springs. than daily temperatures are, reaching the extent that in western Victoria and the
far south-east of South Australia the daily temperatures are positively correlated with
those at Alice Springs, but for monthly mean temperatures the correlations are negative..
This may reflect the role of the El Nifio-Southern Oscillation in influencing temperatures
on the monthly timescale; it is interesting to note that the pattcrn of correlations of
monthly mean maximum temperatures with those at Alice Springs closely parallels the

pattern of their correlations with the Southern Oscillation Index (Jones, 1999).

A similarity between the monthly and daily timescales is that both display quite strong

negative correlations between Alice Springs and the west coast of Western Australia,

8.2.4. Calculation of the characteristic distance from a station at which correlations

fall to a certain level

An indicator of the spatial coherence of temperature in a region is the characteristic
distance at which the correlation of the temperature between pairs of stations falls to a

certan level.

This is determined by carrying out the Tollowing procedure for cach station and month,

and for maximum and minimum temperature separately:

1. Analyse the correlations of all other stations with that station onto o 1° by 1° grid,
using the Barnes analysis scheme initially described in seetion 4.2.3.
2. For each of the carrelation thresholds 0.8, 0.6 und 0.4, lind the number of grid

points where the analysed correlation exceeds the (hreshold,
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3. Determine the proportion of land within the radius from the station at which the
correlation excceds the threshold level. This is determined by finding, for each of
the 10 distances 1, 2,..., 10 degrees (calculated as the Pythagorean distance,
treating the latitude/longitude grid as a regular grid, as previously defined in
Chapter 4) the proportion of land, and hence the land area (expressed as a number
ol grid points), within that radius of the stution. This gives a set of land areas
within a radius ol 1, 2, ..., 10 degrees of the station.

4, Find the estimated radius which corresponds to the number of grid points in step
2, by finding the pair of calculated land areas from step 3 which that number of
grid points lies between. (For example, if step 3 gives 140 land grid points within
7 degrees of the station and 170 land grid points within 8 degrees of the station,
and step 2 gives 155 grid points with a correlation exceeding 0.4, this gives an
cstimated radius between 7 and 8 degrees).

5. Find the proportion of land within the estimated radius of the station by lincarly
imterpolating between the proportions tound for fixed radii either side of the
estimated radius in step 3.

6. Find the “equivalent land area’ with correlations exceeding the threshold by
dividing the number of grid points found in step 2 by the proportion of land within
the estimated radius found in step 5. This step has the cffect ol nominally
extending the region of correlations over a threshold over the ocean.

7. Find the characteristic radius of a certain correlation by finding the radius of the

circle which has the area of the ‘equivalent land area’ in step 6.

Maps of he charactevistic radius of the 0.4 correlation for each of four mid-scason
months (Junuary, April, July and October), adopted as a broad indicator of the spatial
coherence ol the variables under examination, are displayed for daily (emperature data in
Figs. 8.2a (maximum temperatures) and 8.2b (minima), and for monthly data im Figs. 8.3a
and 8.3b. The full list of characteristic radii of the threshold corrclations for each station

are listed in Appendix E (Tubles E.la-d).
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These maps show clearly the regional and seasonal variations in the spatial coherenwe ¢

temperature, and the differences between the spatial coherence of temperature o Fhe
H

daily and monthly timescale.

Daily maximum temperature

The characteristic radios of the 0.4 correlation for daily maxinuun temperatitre 35 grestse
over most of Australia than that for daily minimum temperature, dnd shows less seinermal
variation, although values are generally lower in summer than winter. In winter the ruadsas
exceeds 1000 km over most of Austrahia, reaching 1400 ko in parts of Queenslamd g3
the Northern Territory, whereas in summer 1000 ki is only reached over parts of e
inland south-east. The lowest values occur in summer on those coasts where sea -hree oo
have the greatest influence on maximum temperatwres - New South Wales and ke

southern half of Western Australia ~ with 358 km being reached af Carnarvon in Janusse s
Daily minimum temperature

The most striking result is the complete scasonal reversal in the reorraphical prastters »7
the spatial coherence of daily minimum temperatare. Minmnn femperiure shows wensh
spatial coherence over most of northern Australin tosunmmer, with the chargctersstz,
radius of the 0.4 correlation below 500 km over most of the tropies and closer 1o 3K ey
in the far north, but in winter the radius cxeeeds HOOG Koy over almost all of this regaeern
(except for the Cape York Peninsula), and reaches 1521 ki ut Darwin. (This is consists e
with the correlation fields for Darwin displayed in Figs, 8,11 and S.im) Even more
strikingly, using Darwin as an example, much of the shift takes pluce 1 a single mongh -
the radius increases from 678 km in April 1o 1630 km in May. then decreases from | E4és
km in September to 428 km in October. This behaviour appears 10 refieet the roke s
mesoscale phenomena, such as thunderstorms, in inf] uencing low minimum temperatires

in the tropic — radiati e : S i .
ptcal wet season — radiational cooling at night is not the influence O MR

tem s , .
peratures here that it is elsewhere in Australi, Southern coasts display the opposste

attern, with e ) )
Pt the characteristic radius having a summer maximum and winter minimusrs.
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although the contrasts are weaker (at Melbourne, the radius is 935 km in January and 576

km in Jjuly).

Monthly mean maximum temperature

Generally speaking, the monthly mean temperatures are more spatially coherent than
their daily counterparts. This is un expected result, as the statistical noise inherent in daily
temperatures would be expected to be reduced when averaged over a monthly meun, The
regional patterns of spatial coherence, however, differ considerably [rom those at the

daily timescale,

Monthly mean maximum temperature is the most spatially coherent of the variables
under consideration, with the characteristic radius of the 0.4 correlation excceding 1000
km over the vast majority of Australia in all seasons, the only real exceptions being Lhe
cousts ol northern and western Australia at times in summer and awtumn. The lowest
values occur on the cousts of Western Australia, with January values of 501 km at Albany

and 450 km at Carnarvon.

During winter, the characteristic radius exceeds 1400 km over alimost all of Australia, and
reaches 2000 km in northern New South Wales and southern Queensland, Even in
summer, it reaches 1600 km in parts of the Northern Territory and Queensiand, and
exceeds 1200 km away from the southern coasts. Inland southern New South Wales is a

region of strong spatial coherence of maximum temperature 1n all scasons.

Monthly mean mininmum temperature

The largest values of the characteristic radius of the 0.4 correlation occur during the
winter half-year, approaching 2000 km in parts of northern Australia during April and
July. 1100 km is exceeded over almost all of Australia in winter, excepl for the south
coast of Western Australia, The sharp drop in the spatial coherence of daily minimum

temperatures along the southern coasts from summer to winter has no counterpart at the
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monthly timescale, although there is some evidence of a spring minimum there. On the
other hand, northern Australia shows a marked winter peak, as it does at the daily
timescale, Darwin shows very marked changes between months in spring and autumn, as
it does for the daily timescale, but the timing is slightly different (jumping from 875 km
in March to 2037 km in April, then dropping {rom 1454 km in October to 406 km in
November). This may reflect the strength of the main monsoon as an influence on mean
monthly temperatures in this region, while daily temperatures are influenced by

individual storm events, which take place over a slightly longer season.,

As at the daily timescale, the characteristic radius is generally shorter in western than it is

in eastern Australia,

A comparison with rainfall

By way of comparison, the spatial coherence of daily and monthly rainfall, using data
from the same stations as temperature, is displayed in Figs. 8.4 and 8.5. These show that
temperature shows substantially greater spatinl coherence than ramfall. Monthly rainfall
displays a characteristic radivs of the 0.4 correlation which is generally of comparabie
magnitude to daily temperatore, while datly rainfall 1s even less spatially coherent, with

the charaeteristie radius rarcly exceeding 600 km in any scason.

8.3. The development of spatial averages of Australian extreme temperature data

The following sections of this chapter are based on a set of 99 stations. This is the set of
hgh-quality temperature stations described in Chapter 3, without island and Antarctic
stations or the city locations in Sydney, Melbourne, Brisbane and Adelaide. Perth Airport
is retained in the set, despite some evidence of an artificial warming trend since 1970
{presumably resulting from urbanisation), because of the lack of a suitable substitute non-
urban station to represent the coastal region of Western Australia between Geraldton and
Cape Leeuwin. As much of the available daily data commences in 1957, spatial averages

are calculated for each year from 1957 to 1996 inclusive, There is insufficient spatial
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coverage prior (0 1957 to allow the analysis to be extended back beyond that year (at

least until additional digitisation of manuscript data takes place).

8.3.1. Methods used in the development of spatial averages

The simplest possible method for calculating a spatial average is to take the arithmetic
mean of data from a representative sumple of stations for the period of interest. Whilst 1t
15 simple — and is the method used [or the calculation of district average rainfalls for
Australia (Jones and Beard, 1998) — the inadequacies of this method arc obvious. It takes
no account of changes in the density of stations (other than in the original choice of
stations, 1f the station network is sulficiently dense to allow a choice of stations within it},
meaning that areas with sparse station networks arc under-represented in the results.
Jones and Beurd (1998) found substantial differences between district average rainfalls
generated by this method and those generated by a more sephisticated gridding lechnique
{Tor example, the mean annmual rainfadl for district 97, in western Tasmania, is 2320 mm
in the conventional district series, but [588 mm — 31% lower — using a grid-derived
series, because of the clustering of long-term stations in the wetter parts of the district),
while both they and Chappel (1995) found that changes in the station nctwork 1 district
96 (centrul Tasmania) had led to an artificial increase in the district average rainfall in
this region, il a simple arithmetic mean is used, Nicholls (2000) also {ound an artificial
negative trend in mean anneal rainfall in district 71 (Snowy Mountains), due to the

closure of two stations in the wetlest part of the district.

This deficiency was lirst recognised by Thiessen (19]1), who developed a method of
dividing a region into polygons by drawing lines equidistant from each member ol a pair
of neighbouring stations (the polygons thus produced contain all points that are closer to
the station within that polygon than to any other). The spatial mean - of precipitation, in
the cuse of Thiessen’s paper — was then calculated by weighting the value at each station
by the arca of its associated polygon. This is now known as the method of Thiessen

polygons.
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Since Thiessen, there has been an extensive and increasingly complex literature in the
development of spatial averages of climatological variables. These have been particularly
well-developed for precipitation, becausc of the importance of a mcasure of total
precipitation over a catchment in hydrolegy; the reader 1s referred to (insert review ref
here) for a discussion of methods used in that field. Far less attention has been given to
spatial averages of other climatological variubles, including temperaturc. Nevertheless,
there is a growing lilerature in the field. Jones et al. (1982) provides an extensive review

of those methods which had been used to that time.
Analysis methods can be classified into the following broad categorics:

(a) Grid-point values based on a function of distance between a station and the grid-peint
{e.g. Jones et al., [986a, 1986b), sometimes with a lapse ratc (unction and digital
elevation models incorporated (e.g. Dodson and Marks, 1997) or successive correction
(e.g. Barnes, 1964, 1973).

(b) Grid-point values based on a regression relationship with neighbouring stations (e.g.
Bolstad et al., 1998),

{c} Statistical interpolation (sometimes referred 1o as optimal interpolation) (e.g. Lorenc
1981, 1986).

{d} Spline lunctions {c.g. Wahba and Wendelberger, 1980; Zheng and Basher, 1995),
somelimes incorporating elevation as an explicit variable along with latitude and
longitude {e.g. Hutchinson, 1991).

{e) Kriging (c.g. Hevest et al., 1992; Hadson and Wackernagel, 1994,

(1) Optimal weighting of stations (e.g. Hardin and Upson, 1993).

The bulk of these studies have involved either the routine operational analysis of
observaticnal data for assimilation into operational forecast models (e.g. Lorenc, 1981,
1986), or the generation of fields of long-term mean values of climatological variables -
for example, Hutchinson (1991) and Hudson and Wackernagel (1994) use their
techniques to generate fields of monthly climatological means of maximum and

minimum temperature,
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‘Those studies which have compared methods in specific situations have, in general,
found relatively small differences between techniques. Jones and Trewin (2000b), in an
examination ol the effectiveness of (he Barnes successive correction technique, statistical
interpolation and thin-plate splines, found that, whilst statistical interpolation (SI) was the
most clfective (in the sense of producing the lowest root-mean-square (RMS) average
error} of these methods for the interpolation of mean monthly maximum and minimum
temperatures over Australia, the differences between the techniques were small (the RMS
errors for the SI technique were (0.52°C for maxima and 0.55°C for minima, compared
witlh O.617C and 0.62°C respectively Tor the Barnes scheme). Small differences were also
found between krigmg and a technique based on simple inverse-distance weighting and a
fapse rate Tunction by Dodson and Marks (1997), whilst Bolstad et al. (1998) found a
regression-bused technique performed better than kriging for their data set, noting that

kriging did not perform well where data were sparse.

Gitven the small differences found between techniques, and the small differences in
computational eificiency between the Bames scheme, SEand splines (D. A. Jones, pers.
comnt. ). it was decided to test the Barnes scheme (as the system that is in operational use
within the Austridisn National Climate Centre), along with three schemes which were
hiuch more computationally simple and had been used previously for the compilation of

Large sels of spatial averages:

. Thiessen polygons (Thiessen, 1911)
. The method of Shepard etal. (1968)
. The method of Jones et al, (19864, b)
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8.3.2. Specific methods used in this stady

§.3.2.1. The Jones method

This method was used by Jones et al. (1986a, b) in the development of a glebal data set of

monthly mean temperatures on a grid of 5° latitude by 10° longitude.

Each station is associated with its nearest grid point (1.e. each station only influences the
value at one grid point). For each grid point, the monthly mean temperature anomaly of
all stations associated with that grid point is averaged, with the value from cach station

weighted using the weighting function:

wi = 1/d; where d; = the distance between the station and the gridpoint or 50

nautical miles, whichever is the greater

(the 50 nauatical miles condition being added to prevent problems arising when a station is

very near the gridpoint).

The global mean temperature anomaly 1s then caleulated as the arithmetic mean of the
vadue at all grid points. This method uses distance as the sole criterion lor the weight that

a station carries m the caleulatton ol the station mean.

8.3.2.2. The Shepard method

This method. like the Jones method, associates each data point with a single grid poiat.
However, i addition to using distance as a criterion for the weight a station carries,
Shepard’s method uses a measurc of the angular density of stations. The principle used is
that the data in each direction from a grid point should carry equal weight in the
calculation of a value at that grid point. Accordingly, the method gives lesser weight to

the data from stations which are clustered in the same direction from a grid point than it
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does to data from a isolated station which is the same distance away in a different

direction.

The algorithm used 1s that the weighting function, &; , at station i is given by:
bi={1+ua) (w,-:)), where a;and w; are calculated as follows:

W, = Md o <1333 km

= [(6.75/d)(d/400 — )™, d > 133.3 kim, where d = dislance {(km} between station
i and grid point

2 wi(cos(G —0))

J#
1]
S
1

i =

where O represents the direction of station ¢ [rom the grid-point concerned.

8.3.2.3. Barnes analysis

This 1s a successive-correction scheme, which was introduced in section 4.2.3. The gnd-
point values are based on data [rom nearby observation points; however, unlike the Jones
and Shepard micthods, an observation can inlluence the value at more than one grid point.
The analysis is performed in four iterations, with the weighting function adjusted such
that the nearest obscrvational data are given greater weight in the later iterations, thos
reducing the difference between the grid and obscrved data, The use of a given
observation at more than one grid point makes 1t feasible to carry out this analysis scheme
on a much finer grid resolution than the Jones and Shepard methods. In this study it was
carried out at grid points separated by 1 degrec in both latitude and longitude (compared

with 5 degrees for Jones and Shepard).
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This is the scheme currently used for the preduction of operattonal analyses of climate

data in the Australian Bureau of Meteorology.

As introduced in section 4.2.3, the algorithm for the n-th iteration at a grid-point (7,7},

12,7}, 18 given by:

N
D w(d)(T (5) =T (x(s), y(s)))
81, ) =t =i, j)+ 22 ~
Y wld)
¥=|
I
w{d)=exp(log.(0.5
(d) = exp(log.( )g,.D’)
where: 1{s) is the observed vaiue of the analysed variable al station s

ix(s),y(s)) 1s the value, interpoluted from the analysis, of the analysed
variable at the position of station s, with co-ordinales (x(s),v(s))

d 15 the distance of station s [rom the grid point {{.j)

D and g, are constants which determine the effective length scales (the
distance al which the weighting function becomes 0.5) for cach 1teration

ol the analysis

The constanls are given the values:

D 500 km
&1 (.00
g2 0.36
&3 0.04
84 0.04
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which correspond to those used by the National Climate Centre in the routine analysis of
temperature. These values correspond to effective length scales of 500, 300, 100 and 100

kilometres respectively.

ff the value of w(d) was less than 0.0001 then it was set to zero. At some grid points in
remote arcas no station had a value of w(d) greater than 0.0001 on the third and fourth
pass. In this case t4(i,)) = t3(1,j) = ta(ij) (i.e., in elfect the third and fourth passes were not
run at these points and the value at the grid point was taken as that from the broader-scale

first and second passes).

8.3.3. Advantages and disadvantages of the analysis and spatial averaging schemes

No spatial averaging or interpolation scheme is perfect; to achieve a perfect spatial
average would require the use of a set of stations which perfectly represented all of the
variations in the field being measured over a given region. A further consideration, albeit
one which is becoming less important as compuling power becomes cheaper and more
accessible, is that two ol the schemes outlined above, the Barnes and Thiessen schemes,
are quite computationally intensive when used with a varying station network, as will be

detatled further helow.

Specific arcas of mterest include:

[. Represeniutiveness of the interpolationfaveraging

In three of the four schemes above, distance is, in effect, used as the sole measure of how
representative an observation at a station is of the actual conditions at some point. The
sole exception is the Shepard scheme, where the relative density of stations in a given

dircction from the point is also given weight,

We have seen, in section 8.2, that there are marked variations over Australia in the spatial

coherence of temperature, and, in particular, that summer maximum temperatures display
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far less spatial coherence near some coasts than they do further inland. We have also seen
in that section that, in many cases, temperatures at a given site are much more strongly
correlated with those at a site in one direction than with one the same distance away in
another direction; examples include the tendency, already described, of maximum
temperatures in much of southern Australia to be more strongly correlated along a NW-
SE axis than a NE-SW one, and that coastal sites on the New South Wales coast tend to

be more strongly corelated with each other than with inland sites, even if the inland sites

are closer,

The effect of these factors 1s that most distance-based interpolation or averaging schemes
tend to ‘project’ the influence of coastal sites further inland than is climatologically
justified. As an example, Bathurst is almost equidistant from Sydney and Dubbo, and
hence a distance-based interpolation scheme would give Sydney and Dubbo equal weight
in the estimation of conditions at Bathurst; however, the correlation of January maximum
temperatures at Bathurst with those at Dubbo is 0.91. while that of Bathurst and Sydney

15 0.50.

The use of statistical interpolation would alleviate some of this Tack of representativeness,
in as much as its vse of u two-dimensional covariance function allows observations in
some directions Lo be given more weight than those in others. This type of function would
allow adjustments to be made for the observed NW-SE axis ol strong correlations. In its
usual form, however, the covariance function over a field remuins independent of the
location of the origin and its value depends only on the vector displacement of a point
[rom the origin, This does not allow the taking into account of the inlluence of the coast
at near-coastal sites, nor the marked latitudinal and seasonal variations in the spatial
coherence of temperature described in section 8.2, Autempting 10 extend and adapt the
concept of statistical interpolation to cover such situations is beyond the scope of this

thesis.

As all of the schemes discussed above are distance-based, none has a particular advantage

over the others in this respect. The directional weighting in the Shepard scheme only
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takes into account the density of stations in a given direction, and is designed to give
practical effect to the intent to weight data from all directions equally, without the

distortions caused by varying numbers of stations.

2. Computational simplicity

The simplest schemes computationally, by some margin, are the Jones and Shepard
schemes, as both allow observations to influence the value at one grid point only, and use
a relatively coarse grid. The Jones method is particularly simple as it uses a single
distance-based calculation o determine the weight that any observation plays al a grid

point.

In a complete data set, the Thiessen method is also computationally simple, as the most
computationally complex part of the calculation, determining the area of the polygons
associated with each data point, only has to be carried out once. In a real data set, the area
of the polygons has o be recalculated every time the station nelwork changes — that is, on
every occasion that there ts missing data at one of the stations. This adds considerably 1o

the computational demands.

The Barnes scheme is the most computationally complex, because of its finer grid
spacing — 1% instead ol 57, as in the Jones and Shepard schemes — and because it uses four
ierations at every grid point. The liner resolution i1s not inherent to the schemes per se,
bul is a consequence of the fact that the Jones and Shepard schemes only altow an
obscrvation to he associated wilh its nearest grid point, which in turn would result in no
value being delined at many grid points if a resolution el {iner than 5% were (o be used.
The size of the data sel used in this part of the study (99 stations) was small enough for
Barnes analysis to be able to be run without undue difficulty, so computational simplicity
wus not & significant [actor. It would become more important in a global data sct in which
several thousand stations were involved, the type of data set [or which the Jones

algorithm was specifically designed.
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3. Detail of analysis

As a result of the constraint that no data point may influence the value at more than one
grid point, the Jones and Shepard methods are effectively limited to a relatively coarse
grid. The global analysis of Jones et al. (1986a, b) is run on a grid of 57 latitude by 10°
longitude. In this study a 5° by 5° grid is used. This is the smallest spacing feasible in
order for most giid points to have at least one station associated with them, even so, there
are three grid points in Western Australia with which no station is associated (i.c. therc is
no station within 2.5% in any direction). National averages can be calculated on this scale,
but any finer-scale breakdown is difficult. In particular, on this scale no grid point lies

within Victoria or Tasmanija.

The Barnes scheme is run at a 1° by 1° resolution, This is feasible because of the use of
the data from each station at multiple grid potints. [t could be argued that this grid scale
gives a level of detail in remote areas that is not justified by the sparseness of the data,
The strong spatial coherence of temperature in these regions, though, should minimise
any distortions caused. The fine scale of the analysis makes it fcasible to calculate state-

by-statc averages, although these ure subject to their own distortions (sce scetion 8.4).

8.3.4. An ohjective assessment of the spatial averaging techniques

To present a case study of the consistency and bias of the spatial averaging techniques,
the Australia-wide average of the number of days with minima below (0°C was calculated

for cach year between 1957 and 1996.

Tablc 8.1 shows the mean number of such days calculated using each of these techniques
for the 40-year period, while Table 8.2 shows how well-correlated the results from each
lechnique are with each other. These results show that, on the annual timescale, the
results from the four methods are extremely well-correlated (r > 0.977), and hence any of
the four are essentially consistent in their representation of interannuat variation of the

frequency of days with minima below 0°C.
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The mean annual number of days, averaged over Australia, with minima below 0°C is
calculated as being 10% greater using the Jones method than the Thiessen method, to take
the two extremes. These reflect opposile biases in the two methods. The Jones and
Shepard methods effectively exclude three Western Australian grid points, as noted in
section 8.3.3, because ol a luck of nearby data, and therelore give additional weight to the
other Australian grid points — in particular, those in south-eastern Australia where minima
below 0°C are most Irequent. (This bias would be more substantial for high maximum
temperatures, as these are ltkely Lo be frequent at all of the three grid points in question).
Conversely, the Thiessen method effectively gives each point the value of its nearest
station, extending the 1nfluence of coastal stations to the point inland that is equidistant
between the coastal station and the nearest inland station. As most coastal slations rarely
or never record minima below 0°C, this reduces the calculated mean (requency of such
events. (The other methods also project coastal observations inlund, but the inland

observations still have some influence, even at near-coastal grid points).

The results shown in Tables 8.1 und 8.2 suggest that, for this particular case, it does nol
greatly matler, tn (he representation of the [requency of extreme temperalure events,
which of the four methods is chosen. The Barnes method is therefore used for the

remainder of the analysis, because of its greater level of spatial detail.

8.4, Spatial averages of the frequency of extreme temperature events

8.4.1. Which extreme events should be analysed?

The question of whether to use fixed or percentile-based thresholds for the analysis of
extreme events has been previcusly been discussed in Chapter 7, and the advantages and

disadvantages ol both were discussed there. In the context of spatial averages, fixed

thresholds suffer from two particular disadvantuges:
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1. Impact of changes in station network

The station network is not static; many stations miss days on an irrcgular basis, and some
were not open for the entire 1957-1996 period. This biascs the spatial averages in
situations where the station whose data are missing is significantly warmer or colder than
its neighbouring stations, If a station’s data are missing the values at neighbouring

stations will effectively be interpolated to that station, thus producing a bius in the record.

The Tasmanian data shown in Fig. 8.6 illustrate this point. The Butlers Gorge station
closed in 1993, and its data arc therefore not included in the averages for 1994-1996. As
Butlers Gorge has a much greater frequency of minima below 0°C thun any other
Tasmanian station (Table 8.3, station numbers 91000-999909), its removal will cause a
sharp downward bias in the calculated meun number of days below 0°C. The absence of
Cabramurra (opened 1962) from [957-61 data hus a similar impact on the {requency of

low maximum temperatures (not shown),

2. Lack of arecd representativeness of station network

Many fixed-threshold extreme events are only observed 1n parls of Australia, or are
observed with a4 much grealer frequency it some stations than others, Table 8.3 shows an
example of this, the frequency of minima below 0°C at all stations within Australia, It
may be seen that there are only nine stations in the data set which record a mean of more
than 20 nights per year with minima below 0°C, and five with 50 or more such nights.
The terannual varahility of the all-Australian average is therclore likely to be
dominated by changes at these sites. As a resull, a figure purporting to be an ail-
Australian average is dominated by a few sites in a particular region of the country,

which 1s ¢learly not an especially representative outcome.

Furthermore, spatial averages of breaches of fixed thresholds will be dominated by events

in one season; summer for high thresholds, winter for low thresholds. To gain an
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Table 8.1. Mean number of days with minima below 0°C over Australia, using
differing spatial averaging techniques

Technique Mean number of days
pn,r year below 0°C

Thiessen 3.9

Jones 4.55

Shepard 4.28

Barnes 4.38 ]

Table 8.2. Correlations of annual frequency of minima below 0°C using different
spatial averaging techniques

Technique N ) ' Technique
T hlu.sLn lones Shepard Harnes
Thiessen TToon 0977 0.978 0.988 B
Jones 0977 1.000 0.993 0.987
[ Shepard 10,978 0.993 1.000 0.99]
Barnes [ 09us 0.987 0.991 1.000
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Table 8.3. Mean frequency of minima below 0"C at stations used in study

Station | Station name Frequency | Station | Stalion nxme Freguency
number {days/year) | number _ {days/year)
01021 Kalumburu 0.0 30128 Bundaberg ;.0
02012 | Halls Creek 0.0 40004 Amberfey 5.9
03003 Broome 0.0 40223 Brisbane AP 0.0
04032 Pert Hedland 0.0 40904 Tewanlin 0.0
05007 | Learmonth 0.0 42023 Miles 18.2
05026 | Witlenoom 0.0 43034 St. George 1.6
060 ¢ Carnarvon 0.0 44021 Charleville 121
070345 Meekatharra 0.0 45017 Thurgomindah 1.4
08039 | Dalwallinu 0.2 46037 Tibuoburra 1.7
08051 Geraldton 0.0 46043 Wileannia 4.6
09021 Perth AP 0.1 48027 Cobar 1.7
09518 | Cape Lecuwin 0.0 48239 Bourke 2.0
09741 Albany 0.0 52048 Walgett 5.2
09789 | Esperance 0.0 53048 Moree {15
{0035 | Cunderdin 0.5 55024 Gunnedah SC 3.5
10648 | Wundering 1912 56017 Inverell PO 599
11052 | Forrest 4.2 58012 Y amba (.0
12038 Kalgoorlic 4.6 39040 Coffs Harbour 0.7
13017 & Giles 0.4 60020 PPort Maequaric (0.0
14015 Darwin 0.0 LR Willamiown 0.8
14825 Victoria River Downs 0.3 61080 Scome SC 4.7
15135 ; TFennant Creck 0.0 63003 Bathurst ARS 586
15548 Rabbit Il 3l 65012 Dubbo 151
15590 | Alice Springs 118 66062 Sydney RO 0.0
16001 Wuomera 0.1 67103 Richmod 113
16044 | Tarcooda 5.6 68034 Jervis Bay 0.1
17031 Ouodnadaita 1.3 08076 Nowra 0.1
17043 ] Marree 25 69018 Muruya Heads 0.1
18012 ¢ Cedunma 3.8 70014 Canherra Adrport Gld
18070 Purl Lincodn 0.0 72161 Cabramurra F04.8
21046 § Snowlown 5.5 72150 Wagga Wagps 220
22801 Cape Buorda 0.0 73054 Wyalong Fo.3
23090 | Adelaide RO 0.1 74128 Deniliquin 8.2
23321 Nuriaotpr 110 T6o031 Mildura 39
20021 Mount Gambier 5.7 78031 Nhill 13.4
20026 Rubhe 0.1 §0023 Kering 4.8
27022 | Thursday Island 0.0 82039 Rutierglen 432
27045 Weipa 0.0 84016 Crabo Island 0.0
28004 | Palmerville 0.0 84030 Orhost 3.7
29004 Burkclown 0.0 85072 Sule i2.3
30045 Richmound 0.3 E5096 Wilsons Promontory 0.0
RRISIN Cuirns 0.0 56071 Moelbourne RO 1.3
32040 | Townsyille 0.0 87031 Laverton 50
33119 | Mackay MO 0.0 90015 Cape Otway 0.0
34084 | Charters Towers 0.0 61057 Low Head 0.3
36007 Burcaldine 0.6 91104 Launceston AP 287
306031 Longreach l.4 92045 Eddystone Point Q.0
37010 | Camoowel 0.2 94010 Cape Bruny 0.3
38002 | Birdsville 0.2 94029 Habart RO 1.6
38003 | Boulia 0.0 94069 Gruove 1408
39039 | Gayndah 2.6 56003 Butlers Gorge . 912
39083 | Rockhampton 0.1 '




indication of changes in frequency of exireme events through the vear as a whole, a

broader meusure is needed.

The principal method used in this study to analyse spatial averages of threshold event
(requency involves the use of percentile thresholds, that is, temperatures (maximum and
minimum) above the 90th and 95th percentile level for a calendar month, or below the
10th and 5th percentile level. The major advantage of this method is that the expected
frequency of such cvents is exactly the same — 5% or 10% (depending on the threshold
chosen) — for cvery station and season, so the removal of a station from the network or
the choicc of a season will not result in an intinsic bias in the outcome. This is the
approach being f{ollowed by the WMOQ Commussion for Climatology Climate Change

Detection Methodologies and Indices task group (Plummer, pers. comm.).

8.4.2. Method of calculation of the percentile thresholds

Percentle thresholds in each month [or each station are calculated as per the method
outlined in the analysts of individual stations in section 7.1.1 Once the thresholds are
calculated for cach of the 12 months, the number of times that threshold is breached n
cach month ol the 40 years was calculated. This gives, for each station and threshold, a
40-year time series of monthly data for each of the four thresholds for minimum and
maximum temperature. The spatial averages of the threshold event requencies were then
caleulated for cach month of the 40-year period using the Barnes analysis technigue, as

described in section 8.3.2.4.
8.4.3. Trends in spatial averages of the frequency of extreme temperature events
The results of an analysis of spatial averages of the frequency of extreme temperature

events are presented in Tables 8.4 to 8.7 and Figs. 8.7 to 8.10. Each of the types ol event

analysed are discusscd separately 1n this section.

187



8.4.3.1. High maximum temperatures

Over the period from 1957 to 1996, an increase of 21% (1.7 days/decade), as derived
from the trend in a linear regression of the data, has occurred in the frequency of
maximum temperatures above the 90th percentile in Australia. This increase is observed
in all seasons, but is most marked in winter (29%) and least marked in autumn (12%).
The upward trend is not constant, but, as may be seen from Fig. 8.7a, reflects the
existence of two distinct periods of relative stability in the record, with a sharp jump
between the two in the late [970’s. The question of whether this can be explained, in part,
by the influence of an increased frequency of El Nifio events wilt be addressed in Chapter

9.

An upward trend has occurred 1n all states, aithough it is minimal in New South Wales
and Victoria. The most marked trends are found in Tasmania, especially in autumn and
winler, in which the frequency of maxima above the 90th percentile has increased by
58% over the 40 years. Fig. 8.7g shows lhat this largely reflects the occurrence of a

number of very warm years during the 1980,

8.4.3.2. High minimum temperatures

Over the perrod from 1957 to 1996, an increase of 32% (2.5 days/decade) has occurred in
the frequency of minimum temperatures above the 90th percentile in Australia (Fig.8.8a).
The most marked increases (40-41%} are observed in spring and autumn, with lesser
increases in summer and winter. Even more so than the frequency ol high maximum
temperatures, the frequency ol high minimum temperatures shows a marked jump in the

late 19707s, between two periods of relative stability.

The trends are strongest in north-eastern Australia, with New South Wales and
Queenslund displaying increases in excess of 30%. Queensland has shown an increase in
frequency of these cvents of 50%, with strong trends in all seasons, but especially in

autumn, Increases in spring and autumn are observed everywhere, but Queensland and
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Region Spring {Sep- Summer {Dee- | Autumn (Mar- Winter {Jun- Annual
N Nov) Fehy May} Augy
Days/ i Dayss | & | Days/ G Diys/ o Days/ %
decade | change | decade | change | decade | change | decade | change | decade | change |
1957~ 1957- 1957 - 1957- P19a7-
1956 1996 | 1996 1996 L1994
Australia 0.4 19 64 19 03 (2 0.6 29 17 21
NSW 0.1 ] 0.2 P10 -0.2 -7 03 16 0.2 2
Vicloria .1 5 0.3 \ -2 l 0.5 25 0.4 18 0.5 5
Queensland 0.3 17 [0 | 57 0.3 17 0.6 260 2.2 28
5. Austrabia 0.5 25 (19 50 Y R 25 DA 25 25 32
W Australin 0.3 17 a.1 4 0.4 [ 0.7 36 1.5 Py
| Tasmania {0 to oo b L1217 PSSO N A N2 S I
‘Table §.4. Trends in {requency of maxima above 90" percentile
Region Spring (Sep- Surmner {Dec- Aulumn {Mar- Winoter (Jun- Annuul
| . Nov) Feh) May) Al .
Duys! | Days/ | % Duys/ | % Days/ | % Days/ | @
decade | change { decade | ¢hange | decude | chunge | decade | change | decade | change
1957- 1957- 1957- [957- 1957%-
(996 1996 y 1996 1996 19960
Australia 0% 41 0.4 19 0.7 40 (hd 21 2.5 32
NSW 0.3 16 0.7 36 1o 50 Q.7 4 2.7 35
Viclaril (36 26 -0.1 -2 .5 23 C 06 20 1.7 20
Queenslind 0.4 51 0.8 43 12 64 0.6 C A2 RN+ 50
S. Australia 0.4 21 0.1 7 0.6 3 a2 L L.5 T
W Austraha .4 BEY 02 1t 0.4 14 - 03 ¢! L& 22
| Tasmania bo 125 L - DY LSTLC RN 'S R IS ISR
Table 8.5. Trends in frequency of minima above 9™ percentile
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New South Wales are the only states to record more than minimal increases in summer.

The weakest trends through the year as a whole have occurred in Tasmania.

8.4.3.3. Low maximum temperatures

Over the period from 1957 to 1996, a decrease of 15% (1.5 days/decade) has occurred in
the frequency of maximum temperatures below the 10th percentile in Australia
(Fig.8.9a}. This is the weakest rend of the thresholds examined. It is most pronounced in
autumn and winter, with a decrease of 25% in autumn. There is virtually no trend in
summer. The trend for the annual data reflects the presence of four years in the record
(1960, 1968, 1974 and 1978) with very high frequencies of days with maxima below the
10th percentile. Apart from these four years, the frequency of such days has remained

virtually unchanged through the record.

The declinc 1s most pronounced in southern Australia, particularly in autumn and winter.
South Australia and Tasmania have both observed large declines in the frequency of these
events. A possible cause for this change could be a change in the frequency of ‘cold
outbreak’ canditions over south-castern Australia. The weakest trends are observed in
Western Australia, with an increase in the frequency of low maximum temperatures being

cbserved in summer.

8.4.3.4. Low minimum temperatures

Over the period [rom 1957 to 1996, a decrease of 30% (3.3 duys/decade) wus obscrved in
the frequency of minimum temperatures below the 10th percentile level (Fig.8.10). This
is, by some margin, the most substantial trend observed of the thresheld events examined.
The trends arc strongest in winter and spring. The trend is a relatively consistent cne
throughout the period of record (Fig. 8.10a), with the exception of a period of frequent

low minimum temperatures in the mid-1970’s.
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A decrease in the frequency of these events occurred in all states. The decline in
Queensland, which has occurred evenly throughout the year, is a particularly notable 47%
over the 40 years, Strong declines in winter and spring are observed in all states, except
for Victoria in spring. There was little trend observed in summer in New South Wales

and Victoria.

8.5. The preparation of a gridded data set of daily maximum and minimum

temperature

The preparation of meteorological data scts on a regular grid has been an active area of
interest, on both the global {e.g. Jones et al., 1986a, b) and national (e.g. Mills et al.,
1997) scales. It is an approach which, as discussed carlier, offers considerable advantages
in allowing data to be analysed on a consistent basis despitc changes in station networks,
and in studying data spatially over specified areas, or over the globe. In particular, a set of
gridded daily temperature data for an extended pericd would allow an analysis of
variables such as the area over which a threshold is exceeded on any given day (for

example, the arca over which 35°C is exceeded on each day of a period).

As has been the case with spatial averages (as described in 8.3.1), limited attention has
been given to gridded analyses of daily temperature. The National Climate Centre of the
Australian Burcau of Meteorology has been producing gridded analyses of daily
maximum and minimum temperatures for Australia since 1996, using the Barnes analysis
scheme. More recently, Junowiak and Bell {1999) have produced a set of gridded daily
maximum and minimum temperature data {or the contigunous United States since 1948,
using (unadjusted) data from approximately 6000 co-operative stations and using the

analysis technigue described in Cressman (1959).

‘The main purpose to which a gridded daily data set 1s put in this thesis is as an additional
tool in the quality control of the data, as described in Chapter 4. Its use for the analysis of
addstional indices of extreme temperature values, beyond those previously discussed, is

beyond the scope of this thesis, but is certainly a potential area of study at a later date.
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An important consideration 1n the generation of a gridded analysis of daily temperature
data is the station network to be used, and consequently the level of topographic detail
that is incorporated. One possible approach is to use all possible station data, no matter
what its peniod of record or quality. This approach would allow the maximum possible
level of detail to be obtained from station data, but would also induce numerous problems
with the lack of homogeneity through time of the analyses generated, as well as with the
cifects of occasional erroncous or spurious data. This is not an intractable barrier for the
production of, for example, routine daily analyses for public information, but is a greater
problem if it is intended to use such a data set for the study of climate change. A more
subtle pornt is that some of the more extreme environments — for example, mountain 1ops
- are represented for only part of the period of record (a problem also discussed in section
8.4.1.1in the context of threshelds), and the use of station data alone would result in these
environments being lost [rom the record during periods when there are no data from those
stations. (To use a Tasmanian example, there have been data from high mountain sites
above 1200 metres — Mount Wellington or Mount Barrow — only between 1961 and 1974
and since 1990, and hence Tasmanian station data would not allow the representation of

regions above 1200 metres between 1974 and 1990),

The problem of data homogeneity can be addressed by using only dala from known high-
quality stations — in this context, the set of high-quality daily temperature data developed
earlicr in this study. This, though, leaves a rather sparse network, with additional data

required in order to represent the full range of climates in Australia,

Willmott and Robeson (1995) lound that the most satisfactory results for the analysis of
temperature dala were obtained by splicing anomalies from mean conditions, generaled
from a particular set of data, onto a higher-resolution climatology developed using
additional data. Whilst their approach involved annual mean temperatures, there is no
reason why it could not be applied to shorter timescales. This is a particularly feasible
approach for Australian temperature data. High-resolution climatologies of monthly mean

temperature in Australia have been developed by D. A. Jones (pers.comm..), using
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techniques developed by Hutchinson (1991) to mcorporate a wide range of station

temperature data, as well as high-resolution topographic models.

In this thesis, the data sets which were developed were dailly anomalies from the mean
daily maximum and minimum temperature. These were interpolated onto a | x I-degree
grid using Barnes analysis, with the same parameters as described in section 8.3.2.3. This
was done separately for maximum and minimum temperature for each day from 1

January 1957 to 31 December 1996,

Examples of the data sets produced by this scheme are shown in Fig. 8.11. These show
the general spatial coherence of daily maximum and minimum temperature, except near
the coasts, The greatest problem in the development of such a data set is the sharp
temperature gradient near some of the coasts. While the use of anomalies in the gridding
process ameliorates this problem to some extent, the Barnes technique is still reliant on
the available station data. This means, using the case of 11 January 1957 for example,
that the data are approximately linearly interpolated between Kalgoorlie and Esperance
(in southern Western Australia), whercas it is likely, given the region’s metcoroiogy, that
there would be a rapid incrcase over the arca immediately inland from Esperance,
followed by a levelling-oul. This problem of capturing sharp gradients is inevitable
anywhere where the characteristics of the temperature field are on a finer resolution than

the station network used to analyse 1t

If these were to bhe developed into gridded sets of daily maximum and minimum
temperature covering the same dates, a possible method would be to splice the daily
anomalies onto the high-resolution monthly climatology of Jones. To achieve this, it
would frst be necessary to interpolate the Jones climatology to the daily timescale, as the
anomaly grids arc based on slation anomalies from smoothed daily normals. This could
be done, for example, by using a sinusoidal curve to interpolate a daily mean temperature

curve at each grid point from the monthly data.
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8.6. Summary

The spatial averages calculated in this section reinforce the results obtained from
individual stations in Chapter 7. They show a tendency towards an increase in the
frequency of warm extremes and a decrease in the frequency of cool extremes, with
particularly marked trends noticeable for low minimum temperatures in Queensland. The
relationship of Queenslund minimum temperatures to the El Nifio-Southern Oscillation,
which has itself shown a trend towards more frequent EI Nifio conditions, will be

investigated further in Chapter 9.
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Chapter 9
Relationships between the Southern Oscillation Index (SOI)

and the frequency of extreme temperatures in Australia

9.1. Introduction

The relationship between the El Nifio-Southern Oscillation (ENSO) and Australian
rainfall has received considerable attention (e.g. Quayle, 1929; Pittock, 1975;
McBride and Nicholls, 1983). There has been more limited attention given to the
relationship between ENSO and Australian temperatures, especially at the seasonal

(as opposed to annual) timescale.

The simultancous relationship between ENSO and the mean seasonal maximum and
minimum temperature over Australia has been most thoroughly examined by Jones
(1999} and Jones and Trewin (2000a). Their major findings, 1in general, were that

significant simultancous correlations existed:

Swimnrer mean maximum temperatuire

Strong negative correlations (up to -0.6) were found in much of northern and eastern
Australia, whilst strong positive correlations were found locully in southern Victoria,
Tasmania and the central west coast of Western Australia,

Winter mean maximum temperature

Strong negative correlations (typically -0.3 to -0.5) were found over most of

Australia south of the tropics, whilst positive correlations were found in the north,

strongest over Cape York Peninsula and in the Top End of the Northern Territory.

195



Summer mean minimum temperature

The pattern of positive and negative correlations was similar to that for maximum
temperatures, butl the negative correlations were weaker, except in north-western

Australia.
Winter mean minimum temperatitre

Positive correlations were found over much of the eastern two-thirds of Australia, but
were significant only over New South Wales and the far north. Negative correlations
were found through much of southemm Western Australia tn winter and spring,

reaching up to —0.5 in the south-west in spring.

Lough (1995, 1997) examined the relationship between an  arcally-averaged
temperature series for Queensland and the SOI over the summer (October-March} and
winter (April-September) half-years. Her conclusions agreed broadly with those
above. She also [ound substantial interdecadal variability in the SOl-temperature
relationship, with the relationship between summer (emperature (maximum  and
mintmum) and the SOl almost disappearing in the 1931-50 period, but that for winter
minimum temperature reaching its greatest strength during that period. This will be

discussed further later in this chapter.

The only Auwstralian study 1o make cxtensive consideration of exlreme temperatures
(as opposcd to means) was that of Stone ot al. (1996). Using thresholds ranging
between -3°C and 3°C to define "lrost’ al a number of stations in interior castern
Queensland and northern New South Wales, they examined the rclutionship between
the May SOI und the total number of frosts for the following season. For most
thresholds, they found negative correlations (generally in the —0.25 to -0.4 range)
which were significant at the 5% level for most of the Queensland sites, but only
weak (and non-significant} correlations, generally negative, for the northern New
South Wales sites. OQutside Australia, Gershunov and Barnett (1998) examined the
relative frequencies of temperatures above the 95 percentile and below the 5%

percentile in the United States winter during El Nifio and La Nifia conditions, finding
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substantial differences between the two, particularly in the case of the frequencies of

extreme high temperatures.

9.2. Methods of analysis

Two forms of analysis were carried out. These involved:

(a) The correlation between the SOI and the frequency of temperatures above given
temperature thresholds.

(b) The examination of the relative frequencies of days with temperatures above or
below certain thresholds in each of three categories of seasons, stratified by terciles of

the SOI.

Correlations were carried out between the following data sets:

(4) The three-month mean SOI and the frequency of temperatures above the 5, 10, 15,
..., 90, 95 percentile levels for the simultaneous three-month period (simultaneous
correlations?

(b) The three-month mean SOI and the frequency of temperatures above the 5, 10, 15,

., 90, 95 percentile levels for the following three-month peried (lag correlations”)

In cach case;

1. The correlations were calculated separately for maximum and minimum
temperature, using the {ull period of available record, and for each of the Lwelve
possible three-month periods (January-March through to December-February).

2. The daily maximum and minimum temperatures used were standardised
anomalies, as defined in Chapter 6.

3. The percentile thresholds used for each station were calculated using the
procedure in Chapter 8, with all available data used.

4. For each individual three-month period, the frequency of temperatures above each
percentile threshold was calculated as a percentage of all possible observations
during the period, The frequency was regarded as missing for a given three-month

period if there were fewer than 60 observations during that period.
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5. The SOI used was based on the mean and standard deviation of Darwin-Tahiti
pressure anomaly differences between 1933 and 1992 (source: Bureau of

Meteorology web site, http:/fwww.bom.gov.av/climate/current/soihtm1.shtml)

In the case of the lag correlations, the results are attnbuted to the season whose
temperatures are under review (for example, the June-August (winter) results are for

the correlation between June-August threshold exceedances and March-May SOI).

Negative correlations indicate a tendency for more warm (fewer cold) days in El Nifio

years, whilst positive correlations indicate a tendency for fewer warm (more cold)

days in La Nifia years.

The bulk of the discussion of the results will concentrate on corrclations for the 10™
and 90" percentiles. Correlations for the 50" percentile are also shown, in order to

indicate how ENSO affects the median (as opposed to the extremes).

In the comparison of relative frequencies of days with temperatures above or below

thresholds 1n the three SOI terciles:

1. Four types of evenls werc examined: the frequency of days with lemperaturcs

th

below the 10" percentile, and above the 90™ percentile, separately for maximum

and minimum temperitures.

I

The SOI used was o (hree-month mean value. The wreile boundanes were
calculated using the full 1876-1999 SOI data set. The boundarics were calculated
separately for each of the twelve possible three-month periods, although only the
four calendar seasons, spring (Scptember-November), summer (December-
February), autumn (March-May) and winter (June-August), were examined in any
detail.

3. As for the correlations, the analysis was carried out for values of the SOI for the
season simultangous with that for which the temperatures were being reviewed,
and for SOI values one season before the temperature measurements (lag

sensitivities).
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4. Each day was sorted into one of three categories, depending on which tercile the
relevant three-month mean SOI fell into. The frequency of temperatures beyond
the overall thresholds above was then calculated for each tercile. (The terciles will
henceforth be referred to as terciles 1, 2 and 3, with 1 denoting the lowest one-
third of SOI values and 3 the highest one-third).

5. As a measure of the sensitivity of the frequency of extreme temperatures Lo the
SOI, the following ratio was calculated for all thresholds, and both simultaneously

and at lag:

(Frequency of temperature beyond threshold in SOl tercile 1)

(Frequency of temperature beyond threshold in SOl tercile 3)

Ratios substantially above 1 indicate a (endency to more extreme events in El
Nifio years, whilst ratios substantially below 1 indicate a tendency to more

extreme cvents in La Nina years.

6. The standardiscd lemperature anomalies, percentile thresholds and SOI definitions

were as for the analysis of correlations above.
9.3. Relationships between extreme temperature frequency and the SOI

Figs. 9.1a-1 show the correlations r between the frequencies ol maximum and
minimum temperatures above the 90, 50 and 10 percentile levels and the SOI, both
simultancously and at onc scason's lag. The maps are drawn by using a four-pass
Barmes analysis {sec Chapters 4 and 8) on data from each of the 103 stations. The time

series from the stations vary in length from 22 1o 142 years.
Figs. 9.2a-h show the ratio between the frequency of extreme events in SOI tercile 1

and the frequency in tercile 3, as defined in section 9.2 above. A full listing of the

correlations and ratios for each station is given in Tables F.1 and F.2.
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9,3,1. High maximum temperatures

Figs. 9.1a and 9.1b show the simultaneous and lag correlations between the SOI and

the frequency of maxima above the 90™ percentile.

In spring, strong negative correlations exist, both simultaneously and at lag, tn two
distinct areas; the south-west of Western Australia and south-castern  Australia,
comprising most of Victoria, Tasmania, and New South Wales west of the CGreat
Dividing Range. They are below -0.4 in much of Victoria and infand southern New
South Wales, and reach -0.5 locally in Western Australia. Posilive correlations exist
over most of tropical Australia simultaneously (with the boundary moving further

north at lag). Values exceed 0.3 in parts of the far north simultancously, hut only

locally at lag.

Negative correlations dominate mainland Australia in summer, with the strongest
correlations being in Queensland and New South Wales. The simullancous and lag
patterns are very similar, with values below -0.3 over almost all of Queensland,
cxcept for parts of the coast, and much of New South Wales. Much of this area hus
values below -0.4, and -0.6 is reached locally in inland northern Queensland. Positive
correlations are confined to Tasmania and the coastal fringes of Vicloria, South
Australia, and Western Australia south of Learmonth, and only at Carnarvon and
Robe (both sites highly exposed to the ocean that are somewhal unrepresentative of
their wider regions, as reflected by very strong gradients of mean summer maximum

temperature (Bureau of Meteorology, 1998b)) do they reach 0.3,

As In summer, negative correlations dominate mainland Australia in autumn. The
simultaneous correlations are mostly weak, with only a few stations below -(0).3,
However, at lag there are strong correlations through much of ropical Australia, with

values below -0.3 over most of that area, reaching -0.5 in central Queenslund,

The simultaneous winter correlations show a striking north-south divide. Strang
positive correlations (exceeding 0.4) are evident over tropical Queensland and the
Northern Territory, with values as high as 0.6 over Cape York Peninsula. In contrast,

negative correlations below -0.3 oceur over most of Australia south of 28°S, except
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Fig. 9.1j. Correlation between frequency of minima above the 50th percentile and SOI, lag
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for New South Wales east of the Great Dividing Range and far eastern Gippsland,
with values locally reaching -0.5 in several places. At lag, the positive/negative
pattern is similar to that for the simultaneous correlations, but the correlations
themselves are much weaker, although -0.3 is still reached at scattered locations

through southern Australia and 0.4 on Cape York Peninsula.

Figs. 9.2a and 9.2b show the relative sensitivities of the frequency of extreme high
maxima to the SOI. As expected, the geographical patterns of the ratios largely mirror
the correlations discussed above. The simultaneous winter pattern is particularly
striking. The ratio is below 0.5 over most of the region north of 20°S, and above 2.0
in much of south-western Western Australia and inland New South Wales. These
indicate shifts in probabilities of extreme high maxima exceeding 2:1 (in either
direction) between El Nifio and La Nifia conditions. However, as for the winler

correlations, these relationships are much weaker at lag.

Other regions and seasons where the ratios are above 1.5 are:

»  Much of Tasmania, Victoria, inland New South Wales and south-western Westemn
Australia in spring, both simultaneously and at lag.

¢ Most of Queensland (apart from the tropical coast) and New South Wales in
summer, with grealer sensitivities (widely exceeding 2.0 in Queensland, and
reaching 3.0 in places) at lag than simultaneously.

e  Most of tropical Australia at lag in autumn, with sensitivities exceeding 2.0 in
mosl of north-western Australia. Such ratios arc also observed more locally

simultancously in northern Western Australia and the western Northern Territory.

Ratios below 0.7 are less common. Apart from the aforementioned very low values in
the tropics during winter, low simultaneous ratios (mostly 0.5-0.7) occur in spring
over the region north of 18°S, but those ratios are somewhat higher at lag. These
results suggest that, over Australia as a whole, extreme high temperature events are

most likely during El Nifio events.
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9.3.2. Low maximum temperatures

Figs. 9.1e and 9.1f show the simultaneous and lag correlations between the SOI and
the frequency of maxima above the 10" percentile. In spring, simultaneous and lag
correlations are negative over most of Australia, except for parts of northern
Australia, southern Victoria and parts of Tasmania. However, the correlations only
reach 0.3 in small isolated areas, mostly in Western Australia. The correlations are
slightly stronger at lag than they are simultaneously, with values locally reaching —0.5
at Halls Creek and isolated Queensland stations also reaching —0.3. [solated stations

on the northern coastline have correlations exceeding 0.3.

As for high maxima, negative cerrelations dominate most of Australia in summer,
although the focus of the strongest correlations is further north and west.
Simultaneous correlaticns are below —0.3 over almost all of Queensland, the Northern
Territory and tropical Western Australia, reaching —0.6 in the [ar north. At lag the
correlations are slightly weaker but are still below -0.3 over much of Queensland and
the Northern Territory. Positive correlations are mostly confined to the south-east,
covering Tasmania (where they reach 0.3 locally), most ol Victoria and adjoining
parts of New South Wales and South Australia. The arca ol positive correlations in the
south-east 18 more cxicnsive for low maxima than 1t 1s for high maxima, and it is
Interesting to nole that some stuations near the NSW/Victorian border show positive
correlations near 0.3 for low maxima, but negative correlations near —0.3 for high
maxima, indicating enhunced (suppressed) variability of emperature at both ends of
the distribution in El Nifio (Lo Nifia) years. This may be associated with positive
pressure anomalies over the South Tasman Sea, and conscquent north-casterly
gradient wind anomalies over south-castern Australia, in La Nifia years (Drosdowsky

and Williams, 1991; Jones and Simmonds, 1964).

In autumn, negative simultaneous correlations are observed over most of Australia.
They are mostly weak, with —0.3 reached only in the northern half of Queensland,
parts of the Northern Territory and the Kimberley region of Western Australia. In
contrast to the situation for high maxima, the correlations are even weaker at lag, and
(mostly weak) positive correlations cover substantial parts of the continent, 0.3 being

reached locally in Victoria.
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Winter correlations are negative over almost all of Australia except the far north, both
simultaneously and at lag. Unlike the other extreme variables in winter, the
correlations at lag are of similar or greater strength to those found simultaneously,
except that the strong positive correlations found simultaneously in the far north
(locally exceeding 0.5 on Cape York Peninsula) disappear at lag. Simultaneous values
below —0.3 are found at scattered locations through inland eastern Australia, whilst at
lag they are found over much of Queensland (except for Cape York), reaching —0.5

near Brisbane.

Figs. 9.2¢ and 9.2d show the relative sensitivities of the frequency of extreme low
maxima to the SOI. The relative sensitivity of the frequency of low maxima to the
SOl is, on balance, generally greater than those found for similar correlations for high

maxima. Ratios below 0.7 are found in the following areas:

»  Widespread areas in a belt across the central latitudes of Australia in spring.

¢ Most of Queensland, the Northern Territory and northern Western Australia in
summer. The areas are more extensive, and stronger, at lag than they are
simultancously, extending southwards into northern New South Wales are with
values below 0.5 in the Top End of the Northern Territory.

=  Moaost of Western Australia (except for the west and south coasts), the Northern
Territory, Quecnsland and northern South Australia for simultaneous values in
autumn, with ratios as low as 0.4 in the northern Northern Territory. As with the
correlations, the patlern weakens considerably at lag, with values below 0.7
mostly confined 1o the region north of 20°S.

e Large arcas of central and eastern Australia in winter (reaching 0.5 in inland
southern Queensland). Unlike the correlations, the pattern for ratios is somewhat
weaker at lag than it is simultaneously (at lag ratios below 0.7 are mostly confined
to Queensland and northern New South Wales), but the weakening of the

relationship is still much less distinct than it is for the other three extremes.

Simultaneous ratios above 1.5 are only found at isolated stations, mostly in the far

north in winter and spring. At lag, the one season where coherent areas with ratios
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above 1.5 occur is autumn, where they are found over much of Victoria and adjacent
southern infand New South Wales, parts of Tasmania, and the Pilbara and Gascoyne

regions of Western Australia.
9.3.3. High minimum temperatures

Figs. 9.1g and 9.1h show the simultaneous and lag correlations between the SOI and
the frequency of minima above the 90" percentile. In spring, correlations are positive
in most of tropical Australia, both simultaneously and at lag. Simultaneous values
above 0.3 occur over most of the area north of a line from Brishane (o the Kimberley,
reaching as high as 0.7 on Cape York Peninsula. The positive/negalive boundary is in
a similar location at lag but the positive correlations are weaker, only reaching 0.3 in
the far north. Negative comelations between ~0.3 and -(0.5 occur in south-western
Western Australia, with near-zero comrelations over most of the remaining

extratropics.

Negative correlations occur over most of Austrahia in summer, They are stronger at
lag than simultancously, with values below —(.3 covering most of Queensland and
inland New South Wales. Positive correlations, both simultancously and at lag, occur
in Victoria, Tasmania and the south-cast of South Australia, exceeding (0.3 at some

mainland coastal stations and in much of Tasmania.

Stimultanecus correlations in autumn we weak throughout Australia, although positive
correlations cover the south-cast south of 30°S, with values reaching 0.3 at a few
stations. Al lag, however, negative correlations cover almost all of manland
Australia, and arc below -0.3 over almost all of the (ropics and extratropical
Queensland (reaching —0.6 in central Queensland). Interestingly, the change between

the simultaneous and lag patterns is the reverse of that which occurs for low maxima.

In winter, positive comrelations occur over most of Australia, except for southern
Western Australia and the coasts of Victoria and South Australia, and exceed 0.3 over
extensive areas of the tropics. However, these correlations disappear almost

completely at lag, with values between 0.2 and —0.2 at almost all stations.
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Figs. 9.2e¢ and 9.2f show the relative sensitivities of the frequency of extreme high

minima to the SOIL. Notable features include;

o The very low ratios found simultaneously in winter and spring in the far north of
Australia. Ratios are below (.5 in both seasons at numerous stations, are below 0.7
over most of the tropics, and fall as low as 0.2 on Cape York Peninsula. These low
ratios are also found at lag in spring, but not in winter.

e There are extensive areas with ratios at lag exceeding 1.5 in both summer and
autumn. In summer those ratios occur over most of Queensland, northern and
central New South Wales and some northern coastal areas of the Northern
Territory and Western Australia. In autumn they cover the entire tropics. In both
cases the ratios exceed 2.0 over substantial regions and 3.0 at a few stations. These
patterns are also found simultaneously in summer, but not in autumn.

e Ratios drop below 0.7 in summer, both simultaneously and at lag, in summer in
southern Victoria and Tasmania. Conversely, in winter this is the only portion of
the country with ratios approaching 1.5.

e Simultancous ratios exceed 1.5 in spring in south-western Western Australia, and

are still well above 1 (although mostly dropping to 1.3-1.4) at lag.
9.3.4. Low minimum temperatures

Figs. 9.1k and 9.11 show the simultaneous and lag correlations between the SOI and
the [(requency ol minima above the 10" percentile. In spring, the only areas with
strong correlations (| > 0.3) are parts of inland southern and central Weslern
Australia, where correlations are between -0.3 and =03, and two small arcas where
posilive correlations exceed 0.3: Cape York Peninsula and an area on either side of

the NSW/Victoria border. The simultaneous and lag patterns are similar.

Weak simultaneous correlations are also a feature of summer. Whilst negative
correlations are widespread in Western Australia, they only reach 0.3 at a few widely
scattered stations. Positive correlations are found in much of south-eastern Australia
but only reach 0.3 at some exposed coastal stations in Victoria and Tasmania. At lag,

the pattern is somewhat different with negative correlations over most of Australia

205



except for Victoria and Tasmania, but values are still generally above —0.3, with that

threshold being reached in several areas in northemn Western Australia, the Northern

Territory and inland southern Queensland.

In autumn there is a marked contrast between the simultaneous and lag patterns, The
simultaneous correlations are weakly positive over most of the country except for the
western half of Western Australia, and exceed 0.3 over parts of Victoria, southern
New South Wales and northern Queensland. At lag, however, values are negative over
most of the mainland, and are near or below -0.3 over much of the tropics. Over New
South Wales and northern Victoria, the frequency of minima below the 10™ percentile
in years with a summer SOl in tercile 2 is generally somewhat above the frequency in
years when it is in either tercile 1 or 3, one of the few examples of a substantial

anomaly being associated with near-neutral SOI conditions.

Positive simultaneous correlations occur in winter over most ol Australia, other than
the southern two-thirds of Western Awustralia. They exceed 0.3 over a broad belt
stretching from Victoria to the Northern Territory, reaching (.5 in northern Victoria
and southern New South Wales, These positive correlations, however, disappear
almost completely at lag, with most of the continent instead being dominated by weak
negalive corrclations, and stronger corrclattons (<03 to -0.5) being found in the

northern half of Queensland, particularly near the Gulf of Carpentaria,

In general, the correlatons for low mimma, particularly at lag, are weaker (in both

dircetions) than those found for the other three extreme temperalure parameters,

Figs. 9.2g and 9.2h show the relative sensitivities of the frequency of extreme low
maxima to the SOL The most striking feature of these is the high ratios observed
simultaneously through most of the eastern two-thirds of Australia in winter ~ and the
almost complete absence of high ratics over this area al lag. Simultaneously,
extensive areas have ratios exceeding 1.5, with values as high as 2.5 in southern New
South Wales; at lag, only isolated stations even exceed 1.3. These results mirror those

for the comrelations described above.,
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Ratios below 0.7 are found at lag through substantial parts of northern Australia in all
seasons except spring. For simultaneous ratios, though, such values are only found in
this region in summer, when they extend to an area centred on the NSW/Queensland
border. Ratios between 0.5 and 0.7 are also found over much of the southern half of

Western Australia in spring.

The results for ratios of low minima show less spatial coherence than for the other
three parameters. Some of this lack of coherence is the result of individual anomalous
seasons (e.g. Camooweal in summer 1994/95) which may be indicative of undetected
data gquality problems. Low minimum temperatures are, however, generalty more
dependent on local factors such as topography and site condition (Bootsma, 1976;
Kalma et al., 1986, 1992; see also section 3.2) than other extremes, and it might be
expected (hat this would contribute to a reduced spatial coherence of the patierns

shown in Figs. 9.2g and 9.2h.
9.4. Discussion and implications

Many of the results found for exireme temperatures are consislent with those
previously {ound (or mean temperatures and noted tn section 9.1. In particular, the
negative correlation between summer temperatures {especially maxima) and the SOI
through much of northern and eastern Australia affects most of the frequency
distribution of (emperature {airly uniformly. This is also true of the negative
correlations between the SOI and maximum and minimum temperatures in southern

Western Australia in spring.

Therc are, however, a number of locations where there are substantial differences
between the influence of the SOI on different parts of the frequency distribution. A
particularly notable example of this occurs for maximum temperatures in Victoria,
particularly southern Victoria, in spring and summer. Two cases characteristic of this
are Laverton (144°44' E, 37°52' 8) in spring (where most percentile points up to the
75'™ show weak positive simultaneous correlations, but there is a negative correlation
of —0.48 for the 90" and 95™ percentiles), and Rutherglen (146°30' E, 36°06' S) in
surnmer (where there is a simultaneous correlation of 0.26 for the 10 percentile, but

—0.35 for the 90™). This suggests that, in Victoria, Bl Nifio (La Nifia) conditions are
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associated with enhanced (suppressed) variability of maximum temperatures, at both
ends of the frequency distribution, in spring and summer. When viewed in a spatial
sense, it is perhaps not surprising that the area of negative correlations in spring and
summer extends further south for extreme high temperatures than it does for median
temperatures (Figs. 9.1c¢/d), as extreme high temperatures in Victoria are generally
associated with airstreams of northerly origin and the maximum temperatures in such
airstreams might be expected to be influenced by conditions in the source regions for

the air, further north.

Another region where such effects are noticeable is nerthern Australia in winter and,
to a lesser extent, in spring. Here, it is La Nifia that is associated with enhanced
temperature variability, with increased frequencies of both exireme low maxima and
high maxima. Two examples of this occur at Halls Creck (where the simultaneous
SOI correlations in winter are =0.13 for the 10™ percentile and 0.43 for the 90" and

Camooweal (-0.25 and 0.45 respectively).

A striking result is the marked scasonal reversal of the maximum temperature/SOI
relationships in northem Australia between winter and summer. This is noticeable
throughout the frequency distribution, particularly in northern Quecnsland. A good
example i3 Palmerville, where the simultancous SOWtemperature [requency
correlations arc hetween (.44 and 0.64 for all percentiles in winter, increase to 0.48-
(.66 for the July-September period (not mapped), and are sull weakly positive in
spring (0.00-0.36), but lall w -0.43- -0.57 in summer and ~0.57 - -0.63 for the
January-March quarter. The negative correlations in summer can be associated with
enhanced ramnfall and cloud cover during the tropical wet season in La Nifia years
(Drosdowsky and Williams, 1991), but an explanation lor the posilive correlations in

winter and spring 18 less obvious.

There are few instances of substantial anomalies being associated with near-neutral
(tercile 2) SOI values, the most extensive instance being for low minima in autumn,
which occur with increased frequency in New South Wales and northern Victoria in
years when the summer SOl is near neutral, In general, the observed frequencies of
extreme events, for all parameters, in tercile 2 are intermediate between those in

terciles 1 and 3, although there are some instances where an anomaly is confined to
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one of the three terciles (for example, the negative comelation between the SOI and
the frequency of extreme high maxima in winter in south-eastern Australia reflects a
increased frequency of such events in El Nifio years, with frequencies in tercile 2

being similar to those in tercile 3).

The results obtained in section 9.3 indicate that an SOl-based scheme has potentially
useful skill in the seasonal forecasting of extreme temperatures some parts and
seasons of Australia. This is particularly true of maximum temperatures (both high
and low). The weakest results are for low minimum temperatures, suggesting that a
scheme based on the SOI alone has limited potential for the forecasting of extreme
low temperatures. As extreme low temperatures, particularly outside the regular frost
season, are of great importance for some types of agriculture, as illustrated by the
estimated agricultural losses of $200 mitlion in a frost in Victoria in October 1998

(Bureau of Meteorology, 1998a) this is a somewhat disappointing result.

Possible futire extensions of the analysis

There are a number of ways in which this analysis could be extended [urther at a later
date. Stonc und Auliciems (1992) defined five phuses of the SOI {consistently
positive/negative/near zero, rapidly rising, rapidly falling). It would be possible to use
these phases, rather than SOI terciles, as categories into which to stratify extreme
temperature occurrences. This is likely to have particular potential for those seasons
and parameters lor which there is a dramatic difference between the simultaneous and

lag patterns, as occurs in autumn and winter for some variables.

Another possible cxtension would be (o incorporate information of sea surlace
temperatures in the Indian Ocean, as well as the tropical Pacific (for which the SO is
used as a surrogate), in the analysis. Two empirical orthogonal functions (EOFs),
corresponding approximately to sca surface temperatures in the two oceans, are used
in the Australian Bureau of Meteorology’s current operational scheme for the seasonal
forecasting of Australian rainfall and mean temperature (Drosdowsky and Chambers,
1998; Jones, 1998). A possible drawback to repeating the analysis of extreme
temperature frequencies in different Pacific/Indian Ocean temperature categories is

that the number of categories could become rather large (using three terciles of the
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two EQFs, for example, would result in nine categonies), which in turn would result in
fairly small samples in each category when only 40 years of record are available from

most stations.
The ‘autumn predicrability barrier’, and comparisons with previous studies

Except for low maxima, the cormelations were generally substantially weaker (and
ratios closer to 1) at lag than they were simultaneously in winter, but not in the other
three seasons. This 18 consistent with the well-known ‘autumn predictability barrier’
of the El Nifio-Southern Oscillation phenomenon itself {(e.g. Torrence and Webster,
1998); the SOI shows much less persistence from the Southern Hemisphere autumn

into winter than it does in any of the other seasons.

A particularly interesting result in winter is that there are, in general, weak negative
cotrelations between the autumn SOI and the frequency of minima above the 10"
percentile in winter in most of Queensland. At first glance, this appears to contradict
the findings of Stone et al. (1996), who found negative correlations (mostly around -
0.3) between the May SOI and the number of days with tecmperatures below specified
thresholds at a number of Queensland stations. There are, however, at least four

diflercnces between the two studies:

(2) The analysis in this chapter uses the three-month mean SOI for the March-May
period, whereas Stone et al. use the single-month value for May. This difference
may be signilicant in light of the previously-noted tendency for rapid changes in
the SOI during that period.

(b) The analysis in this chapter mostly uses data from the 1957-96 period, whereas
most stations used by Stone et al. had data from the 1910-93 period. Changes in
the decadal-to-multidecadal timescale 1n the climate (Power et al., 199%9a), and, in
particular, in the relationship betwecn the SOl and various climatic variables in
Australia, possibly associated with the Interdecadal Pacific Oscillation (Power et
al., 1999b), are well-known to have taken place. In particular, Lough (1997) found
substantial changes in the correlation between the SOI and mean minimum

temperatures for Queensland in the Aprl-September period between 1931-50
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(0.63) and 1975-95 (0.22}. It would not be surprising if this weakening of the SOI-
minimum temperature relationship were also observed for extreme tempcratures.

(¢} Asshown in Chapters 7 and 8, there has been a very strong downward trend in the
frequency of low minimum temperatures in Queensland over the 1957-96 period,
There has also been a tendency towards an increased frequency of low autumn
SOI values towards the end of this period. Six of the last 10 years of the record
had an autumn SOI in tercile | (including five in succession between 1991 and
1995), compared with 9 of the 30 years between 1957 and 1986. It is possible that
an SOl-temperature relationship here has been masked by the effects of general
climate change. (A consequence, if this is indeed the case, is that this suggests that
the observed downward trend in the frequency of low minimum temperatures
wouid have been even stronger were it not for the behaviour of the SOI over this
period).

(d) The data sets used by Stone et al. were not adjusted for inhomogeneities. Whilst
this is likely to affect conclusions about the trends in temperatures that they found,
it should have a imited impact on the SOl-temperature relationship, as any bias in
temperatures during a section of the record will affect abservations during that

period under both high and low SOI conditions.

The possibilily of decadal-to-interdecadal variability in the nature of the SOl-extreme
temperature rclationship is a particularly intriguing one. The 40 years of record
availuble from most stations {or this study is insufficient to carry out an assessment ol
this, but it is an arca of considerable potential for future study once more pre-1957

daily data are digitised over the coming years.
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Chapter 10

Conclusion

The central conclusion of this thesis is that the frequency of extreme high
temperatures, both maxima and minima, in Australia has increased over the period
between 1957 and 1996, and that the {requency of extreme low temperatures has
decreased. These results hold across most seasons, und in most regions, and are valid
for all of the thresholds tested, both fixed and relative (percentile-based). The
strongest observed trends are, in general, the decreasing trends in the frequency of
extreme low minimum temperatures, and the weakest are the increasing trends in the
frequency of extreme high maximum temperatures. This suggests a decline in
temperature variability over Australia during the 1957-1996 period, supcrimposed

upon 4 general warming trend of mean temperatures over that period,

The declining trend in the frequency of extreme low temperatures is especiaily
marked in Queensland, where the annual frequency of minima below the 10
percentile fell by 47% between 1957 and 1996, with the decline reaching 50% in
winter. This 1s a dramatic change, being of comparable magnitude 1o those projected
for New South Wales (accompanying a much larger warming of mean temperatures
than that observed so far in Queensland) by 2050 by the CSIRO climute model

(Henncssy ct al., 1998).

{t was found in Chapter 6 that the frequency distributions of Australian daily
maximum and minimum temperatures were most effectively represented by a
compound Guaussian distribulion, being a composite of two or three individual
Gaussian distributions. Using this distribution, it was found that the observed change
in temperature over the 1957-1996 period was rellecting an increase in the means of
both the cooler and warmer parts of the frequency distribution, suggesting that the
changes, over Australia as a whole, represent warming of all air masses in the
Australian region (both continental and maritime), rather than a general circulation
change (although the question of whether changes in circulation have been

responsible for anomalous changes at individual stations remains unaddressed).
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In Chapter 9, numerous relationships were found between the frequency of extreme
temperatures and the Southem Oscillation Index. These relationships were
particularly strong for extreme high maximum temperatures. With the exception of
the relationship of autumn SOI with winter temperatures, many of these relationships
remained robust at one season’s lag. This suggests that there is considerable potential
for the scasonal forecasting of extreme temperature probabilities, especially if the
simple SOI-based scheme suggested by the work in Chapter 9 is refined to a more
sophisticated system, based on principal components of Pacific and Indian Ocean
temperatures, as is currently used by the Australian Bureau of Meteorology for
seasonal forecasting of mean temperatures and total rainfall. The seasonal forecasting
of extreme temperature probabilities, if it can be accomplished with a reasonable
degree of skill, is of great interest to industrics such as agriculture and energy

generation.

The development of a high-quality daily temperature data set in Chapter 4 wus a
necessary precursor to the results obtained elsewhere in this study. It could form the
basis of numerous future studies of Australian climate, especially il it can be cxtended
backwards 1n time from its existing starting date of 1957 once a substantial amount of

additional daily temperature data from the pre-1957 period has been digitized.

An arca which will be of particular interest once sufficient data have been digitized is
the interdecadal vanability of extreme temperature frequencics, and of the extreme
temperature-SOI relationship. Results obtained m Chapter 9 suggest the likelihood of
substantial varability in the extreme temperature-SOI relationship on the interdecadal
timescale, but a definitive answer awaits the availability of time series of greater

length than the 40 years currently available.

The 1957-1996 period is a specific snapshot in time. The climate is changing
continuously. The techniques presented in this thesis can be readily extended in time
or space. Accordingly, they will be able to form the basis for the ongoing monitoring
of trends in the frequency of extreme temperature events in Australia, and should also
be adaptable globally, given the availability of sufficient data. A truly global study,

and following ongoing global monitoring, of extreme temperature frequency, instead
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of an agglomeration of regional studies, may finally become feasible with the advent

of the global GCOS Surface Network.
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